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Preface

Multi-display environments from the desktop to gigapixel display walls have
emerged as ubiquitous interfaces for knowledge work (e.g., programming or fi-
nancial trading) and complex tasks (e.g. city or factory management). Similarly,
social applications such as second screen TV experiences are further extend-
ing the proliferation of increasingly complex display ecosystems with different
sizes, mobility or reachability. In parallel, we see the emergence of further
classes of more personal and intimate displays in the form of head-mounted dis-
plays (HMDs) such as Google?s Project Aura and smartwatches, which promise
always-on information access around the user?s body.

This technical report gives an overview of recent developments and results in the
area of mobile multi-display environments, i.e. interactive environments includ-
ing at least one mobile display component such as a smartphone, smartwatch
or head-mounted display. The topics comprise in this report include body-
proximate displays, binding and registration of devices, cross-display pointing
and content transfer as well as perceptual challenges in mobile multi-display
environments.

During the winter term in 2015, the Embedded Interactive Systems Laboratory
at the University of Passau encouraged students to conduct research on the
general topic of “Mobile Multi-Display Environments”. Each student analyzed
a number of scientific publications and summarized the findings in a paper.

Thus, each chapter within this technical report depicts a survey of specific as-
pects of a topic in the area of mobile multi-display environments. The students’
backgrounds are in Computer Science, Interactive Technologies, Mobile and Em-
bedded Systems, and Internet Computing. This mixture of disciplines results in
a post-disciplinary set of viewpoints. Therefore, this technical report is aimed
at providing insights into various aspects of current topics in Human-Computer
Interaction.

Passau, March 2016

The Editors

Jens Grubert and Matthias Kranz
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1. ABSTRACT
Due to the affordability of consumer-oriented smart de-

vices, many users are able to use different devices simulta-
neously during their daily life. The usage of different smart
devices enables people to show digital content across multi-
ple display types. In the future these new display environ-
ments enable the user to work more efficiently. In the follow-
ing paper we summarize many ideas and concepts which are
introduced in academic research area about Body Proxi-
mate Display environments.

Keywords
Head-worn Display, Hand-held Display, Head-worn Display,
Head-mounted Display, See-through Display, Augmented Re-
ality, Multi Display Environments, Multiple Displays, Graph-
ical User Interfaces, Information Spaces, Mixed Reality, Ubiq-
uitous Computing, Gesture Interaction

2. INTRODUCTION
Body proximate displays arise from the combination

of different hand-held, head-mounted, wrist-worn devices or
other displays [11]. People can use these devices for exam-
ple as information displays to complete tasks in their daily
life. Thereby many problems arise by tasks that span across
multiple devices [7]. For example if the user wants to navi-
gate and discover a new city. In this situation the user has
to switch between multiple information displays, where one
display shows the map and the other buildings around his
body. The combination of different body proximate displays
increases the complexity of the interaction space.
In study [7] was shown, that technical users use in average
about 6 devices in their daily life. The collection of different
types of devices varied from a minimum of 3 and a maxi-
mum of 11 devices. In these shared environments, displays
of smart device can be combined with fixed displays like
computer monitors or projectors.
In the paper many different new aspects for body proximate
displays are summarized, especially new interaction tech-
niques that combine multiple devices and useful application
scenarios for the user. At the end of this paper the challenges
and opportunities for future research are discussed.

3. MOBILE AND WEARABLE DISPLAYS
The mobility of hand-held touch-based displays expand

the interaction space by using the movements of the device
around the body. The users can for example perform mid-air
gestures to switch the context of the application or attach

virtual objects to their body. In the following chapter we
introduce mobile and wearable displays for body proximate
display environments.

Figure 1: Hand-Held Touch-Based Displays, Body-
Centric Interaction [6]

3.1 Hand-Held and Touch-Based Displays
In the ”Body-Centric Interaction” framework of Chen

et al. users can manipulate and access content by positioning
a display around his body (see Figure 1) [6]. The system
generates a relative spatial model of the user by attaching
reflective markers to the device and their body. The spatial
relationship between the body and the device is used for
navigating on-screen content. With this technique people
can manage tabs, bookmarks and websites in mobile web
browsing. If a user moves his display closer to his head the
”retrieving layer” is shown. In this context position websites
are rendered on the display. Moving the display further
away from his head, the context is switching to the ”placing
layer”. The ”placing layer” is used for managing and storing
bookmarks. Users are able to retrieve digital content, by
anchoring it to body parts. Each part of the body can be
assigned to trigger programmable actions. This feature can
be used as a shortcut to open frequently used apps. Chen
et al. suggest a scenario for opening the phone app when
the user is holding his devices close to his ear [6]. After
the phone call the user can attach his device to the upper
arm. This action can switch the currently used app to a
music player. Similar to the anchoring of digital content the
control of a running app can switch by moving the device
over different body parts. Chen et al. also introduces a
usage scenario with a wristwatch, where a user can move his
arm to switch between upcoming events in his schedule [6].

3.2 Multiple Touch-Based Displays
New interaction techniques can be created by the combi-

nation of multiple touch-based displays.

Hinckley et al. introduces the synchronous gesture technique
”Display Tiling” [15] . The user can join two touch-based
displays to a bigger one by bumping two tablet device to-



gether. The tablet devices can for example lie on a table
or be held by the user in mid-air. The system synchronizes
all sensor data through a wireless network connection. The
framework simultaneously tracks all sensor data gathered by
the acceleration sensor in the devices. With the bumping
gesture the user can transmit data between the two tablet
devices. The data is copied from the system clipboard to
the other tablet. Hinckley et al. also provide the user a
functionality to display photos on two connected tablet de-
vices [15]. In the photo application the left tablet shows an
overview over all possible stored images in a small version.
On the right tablet a large version of the image is shown to
the user. The bumping gestures also provide a digital ver-
sion of exchanging contact information. If two users bump
their tablet devices together the personal website of the user
is shown on the opposite web browser.

Figure 2: Multiple Touch-Based Displays, Huddle-
lamp [22]

HuddleLamp uses an RGB and depth camera for track-
ing multiple touch-based displays on the table (see Figure 2)
[22]. Every display on the desk can be freely moved or rear-
ranged to an other position and removed from the system.
HuddleLamp is able to track the position and movement of
different hands. With this tracking method users can move
content from one device to another registered device. Cross
device file transfers are implemented with a ”pick, drag and
drop” gesture. ”Touch and flicking” gestures allow the user
to temporary move objects from one display to another one.
The user can also combine two or more displays side-by-side
on the table to create a bigger virtual display. With this
feature the user can for example rotate, zoom and pan large
images. HuddleLamp also introduces spatially-aware modes
were the user can rotate one of his displays to change the
context of the application. After the display was rotated the
device is changing to a ”note taking mode” in which the user
can annotate content.

Inspired by Rekimoto [23] StichMaster combines two close
tablet devices with a new pen gesture called ”stitching” [16].
With the ”stitching” gesture the user can move a pen stroke
starting on one display to another one. Each tablet has to be
within arm’s reach of the user, it is not required that the de-
vices have to be in direct contact. Each device is connected
by a wireless network connection. The synchronization al-
gorithm combines all pen strokes to one virtual path. Users
share images by pointing and moving them with the pen to
another tablet. StichMaster also provides a functionality for
selecting multiple images on a display and presenting them
in a gallery to another display. The ”Stitching” gesture ex-
tends the ”pick and drop” gesture for sharing virtual objects

with a pen on different devices [23].

Figure 3: Multiple Touch-Based Displays, Duet [5]

The framework Duet uses joint interactions with a smart-
phone and a smartwatch (see Figure 3) [5]. The smartwatch
is used as an active element that enables freehand gestures
in mid-air. The combination of both devices enhances the
range of multi device gestures. The spatial model constantly
monitors the relative orientation between the watch and the
phone. The watch is worn on the left wrist, while the phone
can be hold with both hands. The first gesture allows the
user to unlock his phone. The user holds the phone with the
left hand and simultaneously flips it with the smartwatch.
With a ”knuckle touch” the user can arrange apps on his
home screen. The user can also quickly switch between
opened apps by pressing on an icon grid in the touch screen
display of the smartwatch. The ”stitching gesture” from the
phone to the smartwatch moves all app notifications from
the phone to the watch. The user is know able to change
the display where the notifications of an application are dis-
played. With the ”double bump” gesture he can zoom out
in a map application. The ”double bump” gesture is acti-
vated by bumping the phone on top of the smartwatch. The
overview over the map is displayed on the phone screen. In
the map application the display of the watch is used for
showing the zoomed-in area of a map. Chen et al. also in-
troduce this feature for selecting small targets on the map
[5]. In the map application scenario the user can perform a
swipe gesture on the watch’s screen to switch between nor-
mal and satellite view.
The ”flip and tap” gesture enables the user to open an ad-
vanced application menue. This gesture is performed by
first flipping the smartwatch around the wrist and taping
the touchscreen of the phone. Here the display of the smart-
watch is used for showing pieces of text which were marked
by the phone’s default ”copy and paste” functions. Addi-
tionally the screen of the watch can show a tool palette by
positioning the watch to the inner side of the wrist. Duet
also provides a feature, to switch between frequently used
apps during a phone call [5]. The user can also switch be-
tween apps by swiping to the left or right on the display of
the smartwatch.

3.3 Head-Mounted and Touch-based Displays
Head-mounted displays can show virtual information spaces

around the user. The user can manage information by at-
taching or annotating virtual objects to the physical envi-
ronment.



EtherealPlanes describes a design framework for pro-
jecting 2D information spaces in 3D environments [8]. The
user can pin virtual objects around multiple virtual win-
dows that float around the body. Each virtual window can
be fixed in relation to the body of the user or mapped to
an existing surface in the room. By using pinching gestures
the user can re-size or move windows around his body. If
the user drops an application icon from an existing window
in mid-air a new application window is shown to him. Data
objects are moved by a pinching gesture between two differ-
ent windows. The user can control each application window
by pointing with his fingertips inside the virtual windows
and moving the cursor to the desired location.

Figure 4: Head-Mounted and Touch-Based Displays,
MultiFi [10]

The framework MultiFi enables the user to interact with
displays on and around the body (see Figure 4) [10]. The
system combines head-mounted, hand-held and wrist-worn
devices to perform efficient mobile interaction techniques.
MultiFi uses the head-worn display as an additional infor-
mation layer [10]. Depending on the current device and
application used additional information is shown to the user
on his head-worn display. When he navigates through lists
or menus on his smartphone or smartwatch the head worn
display can show additional nearby items. Grubert et al.
also suggest a method for an efficiently navigating on large
maps [10]. In this usage scenario the map is displayed in
relation to the upper body of the user. The touch display of
the smartwatch or smartphone can be used for zoom opera-
tions.
Similar to Chen’s body-centric interaction framework [6],
MultiFi provides the user a mechanism to store digital in-
formation on the body. This feature enables the user to list
items on his lower arm when scrolling through lists on his
smartwatch. Through head pointing the user can retrieve
stored virtual items on his body. The text widget feature
allows the user to type text messages with a soft keyboard
on his hand-held touch device. The text output is redirected
to the display of the head-mounted device. The larger key-
board can speed up the writing process of the user, while
the typed text is not visible to other people.

In their study Budhiraja et al. compare different techniques
for selecting ”Virtual Content” around the user [2]. The
content was shown on the head-mounted display while the
selecting process had to be triggered on a mobile touch dis-
play. In the first ”Sticky Finger”method, the user can move
the cursor of the head-mounted display by moving his fin-
ger on the touch display. In the second method, the ”Head
Crusher”, two fingers are used to select virtual objects on the
touch display. In this case two cursors are displayed on the

head-mounted display. In the gesture ”Tab Again”, the user
can select virtual objects by placing the cursor to the object
and lifting his finger up. In the last ”Pinch Gesture”method,
users select content by pinching inwards over the object on
the touch display. The user study also measured the aver-
age completion time and the error-rate of all participants.
The lowest error-rate was produced by the technique ”Sticky
Finger”, while the ”Tab Again” gesture also performed well
in the average completion time. Many users of the study
stated that ”Tab Again” is more useful and intuitive than
the ”Pinch Gesture”. 66% of the users preferred the ”Tab
Again” for selecting virtual objects. Combining all results
the users preferred more on-screen touch gestures than ges-
tures with two cursors.

4. MOBILE AND STATIONARY DISPLAYS
Mobile devices allow the user to move between rooms in

the working office. This mobility feature enables the user to
share digital content on stationary displays in public space.

4.1 Hand-Held and Stationary Displays
The combination of hand-held and stationary displays en-

ables the user to pick up personal information on his hand-
held device and share public information on global station-
ary displays.

Grubert et al. introduce a design framework for combining
hand-held devices with printed ”Street Posters”[9]. In this
approach users can see additional virtual content through a
smartphone which is not printed on the poster. The system
can assign each graphic and text element further digital in-
formation for example live videos or images from an event.
If the smartphone is switched from the horizontal position
to a vertical one a ”zoomable view” of the poster is shown to
the user. This extended view possibility allows the user to
zoom or navigate through the digital representation of the
poster. After moving away from the poster the system auto-
matically stores a digital representation of the printed event
poster on the smartphone. With this feature the user can
move through the city without information loss. Grubert et
al. also suggest a usage scenario of playing virtual reality
games on printed street posters [9]. In this scenario the user
has to find and select special apples whenever a worm ap-
pears. With a short hand movement the user can discover
different locations of the apple tree to find the new locations
of the worm. The user can select an apple by pressing three
times on the touch screen over the apple icon.

The virtual reality game was also evaluated in different pub-
lic spaces in austria [12, 14]. The studies compared two dif-
ferent settings for performing a find and select game. In
this scenario the user was able to chose between the virtual
reality setting ”Magic Lens” and the normal game setting
”static peephole”. In the ”static peephole” setting the user
played the game on a smartphone display. The study [12]
showed that most users on a big public square prefered play-
ing the game with the virtual reality setting. Grubert et al.
repeated the same study on at a different location [14]. In
public transportation center the users prefered the hand-
held setting for playing the game. The study also showed
the average task completion time was equal in the game
levels when performing the game inside the laboratory com-
pared to outside conditions. Grubert et al. also showed that



the users switched from the virtual game setting to normal
setting when tracking errors occured. A similar study was
conducted in a touristic context [13]. Oberhofer et al. inves-
tigated how web-based techniques could be used for tracking
print media [20].

Figure 5: Hand-Held and Stationary Displays, Tan-
gibleWindows [26]

The design framework TangibleWindows enables the
user to interact with virtual 3D information spaces (see Fig-
ure 5) [26]. TangibleWindows allows multiple users to ex-
plore and manipulate a global virtual 3D scene which is
aligned to a physical room. The user can wear and look
through light weight paper based displays. These local dis-
plays act like physical peepholes into a virtual 3D world.
The global display which is located on the tabletop of the
room acts like a virtual overview over the 3D information
space. In this approach the users don’t wear head-mounted
displays to access the information space. The positions of
the user’s head and display are tracked by the system to
render a correct perspective view on the local display. The
fixed cursor of the user interaction is located in the middle
of the local window. By pressing the touch display of the
local window the user can pick up objects and move them
around the scene.
In TangibleWindows the user can also manipulate the 3D in-
formation space by copying, deleting or rotating virtual ob-
jects [26]. To delete an object the user simply drops objects
into the physical area beside the table top. For an advanced
object inspection the user can flip objects by pressing and
holding a button on the local display. Similar to the local
object manipulation techniques the user can also drag ob-
jects on the global tabletop display. An application scenario
of TangibleWindows is the virtual 3D representation of a pa-
tient’s body for planning surgeries. The system can also be
used by Interior or Game Designers. In this usage scenario
designers or architects can move virtual models of furnitures
or walls in different rooms.

Rekimoto introduces a ”Pick and Drop”gesture for sharing
virtual objects with a pen between desktop-screens, palm-
sized and wall-sized computers [23]. The gesture is inspired
by the ”Drag and Drop” technique for moving objects on
the desktop computer. The user can copy files between the
hand-held devices to share virtual objects to other persons.
To perform a ”Pick and Drop” gesture, the user first has to
select a file by pressing the pen to the touch display. After
the selection process the user can move with his pen to an-
other display and release the object. For synchronizing the
gesture between different devices, all devices are connected

to a wireless network. Rekimoto suggests an additional us-
age scenario where the user can pick up URL information in
public displays [23]. The public information displays can for
example store ads or job announces. The gesture can also be
used for changing the color for drawing on whiteboard-sized
display interfaces. ”Pick and Drop” gesture can be also used
for sharing short text segments like URLs or copied docu-
ment fragments.

Figure 6: Hand-Held and Stationary Displays,
WatchConnect [17]

The toolkit WatchConnect provides developers to cre-
ate cross-device applications and interaction techniques with
smartphones on large interactive surfaces (see Figure 6) [17].
With this framework the user can move virtual objects from
his smartwatch to other touch displays. When the user
touches the display a connection between the smartwatch
and the display is established. If he performs a ”left to right
swipe” with his smartwatch all selected virtual objects are
sent to the display. The user can manually select objects by
touching and scrolling on an item list on his smartwatch. If
he wants to copy objects to his smartwatch, he has to select
all of them on the touch display and perform a ”right to left
swipe”. The toolkit also enables the user to enter or correct
a password field on a website. In this scenario the smart-
watch is used as an authentification method for showing the
entered password in the input form.
WatchConnect also provides a functionality of modifying,
viewing and finding locations on a large map [17]. In this
application the display of the smartwatch has a default zoom
level twice the main map. The user can zoom or switch
between different map layers by touching the bevel of the
watch. The display of the smartwatch shows a detailed
overview of the cursor position of the map. The framework
also facilitates a functionality for beaming a user interface
from the smartwatch to another display. With this feature
the user can open applications like Skype and send the out-
put to a bigger display. After this step all incoming phone
calls are shown and redirected to the bigger display.

4.2 Head-Mounted and Stationary Displays
Head-mounted devices can expand the functionality in dis-

tributed display environments. Head-worn displays have the
advantage that the user can move his virtual objects across
multiple rooms in his working environment.



Figure 7: Head-Mounted and Stationary Displays,
Gluey [25]

The framework Gluey allows the user to migrate digital
content across multiple displays. The embedded cameras
and spatial sensors in the head-worn display track multi-
ple devices around the user (see Figure 7) [25]. The head-
orientation is used for determining the current display in the
working environment. After the registration of all devices in
the spatial model the user can control data on multiple dis-
plays with a single input device. Gluey provides a clipboard
mechanism that gives the user an overview over all virtual
objects. Every object is shown on the head-worn display.
With this technique the user can copy files on his head-worn
clipboard and print them in another room. Gluey also pro-
vides a mechanism for pairing input devices like a desktop
computer with other device like a smartphone [25]. After
the pairing the user can for example write messages with
the keyboard on his smartphone or use his mouse to con-
trol any other device. Additionally the user can capture the
physical environment in images and pick colors by pointing
in front of his head-worn display.

5. PROJECTED DISPLAYS
Projection based displays enable the user to enlarge the

display space of hand-held or head-worn devices. In this
scenario each smooth surface for example walls can be used
as a projection screen.

5.1 Stationary Projected Displays
Stationary projected displays can be used for expanding

the interaction space. Projection based displays can enrich
the capabilities of hand-held or head-mounted displays and
the way in which the user interacts with the room. In this
scenario of ”projected displays” every smooth surface of the
room can be seen as virtual interactive touch display.

Figure 8: Stationary Projected Displays, LightSpace
[27]

The framework LightSpace uses multiple depth cameras
and projectors to simulate multiple touch displays (see Fig-
ure 8) [27]. The system projects the displays at the wall, on
top of the table or on the body. With the data of the depth

camera LightSpace is able to facilitate mid-air and multi-
touch interactions. The user can pick up virtual objects on
the projected surface and drop them to another surface for
example from the wall to the table. When the user picks up
a virtual object a special marker is projected to his hand.
With this marker function the user can move virtual objects
around the room. LightSpace also introduces ”through-body
transitions”where the user can move virtual objects through
his body by touching the object and then touching the de-
sired location. The system also provides a new mechanism
of selecting items from a menu list. Similar to the marker
function the menu list is projected on the floor in front of
the user. The user can select an item while moving his hand
up and down and waiting for two seconds. In this special
gesture technique the hand of the user acts like a projected
body display.

aFoveAr combines an optical see-through display with a
projector to achieve a new hybrid display system [1]. In this
display configuration the ”Field of View” of the users can
be increased up to 100 degrees. The system uses a head
tracking system to generate a correct perspective view on
the head mounted display. One wall of the room acts like
a projection surface for the scene. The 3D models and the
content which is displayed on the head-worn display are ren-
dered by a game engine. The system enables the user to look
at 3D models or animations with a wide ”Field of View” an-
gle. The user can also move around the room to inspect
different perspective views of the 3D scene. The prototype
of aFoveAr also provides the functionality for a 3D life-size
telepresence system [1]. This feature allows the user to have
conversations with a virtual 3D model of a person.
Similar to the 3D model inspection the user can play virtual
augmented reality games in the room. In this game the user
has to fight against virtual sock puppets which appear in the
3D scene. The character of the user can run around the sur-
faces of the room for example on furnitures. With the wide
field of view of the projector and the head worn display the
user can easily track incoming attackers. The combination
of both display types allows the system to highlight objects
of the 3D scene. Similar to this feature the user can also
add additional light sources to the scene.

5.2 Mobile Projected Displays
Mobile projected displays can originate from hand-held

projectors. These projectors can be carried by the user to
project virtual information spaces on a surface.

Figure 9: Mobile Projected Displays, Hand-Held
Projector [3]

Cao et al. combine a ”Hand-Held Projector”and a pen



to create a virtual information space in a room as if using
a flashlight (see Figure 9) [3]. The system uses a stationary
motion tracking system to track the position of the pen and
the projector in the physical environment. The hand-held
projector stabilizes the projected image by a mechanism to
compensate the movements of the user in the room. This
technique enables the user to explore a virtual illusion of a
stationary information space. Before the user can use his
own virtual information space, he can create several vir-
tual displays on the wall. Virtual objects like pictures can
be pinned to these displays. With the pen the user can
draw additional annotations to virtual objects. They can
be moved from one display to another one by holding them
at the cursor position, which is located in the middle of the
projection image. With the cursor the user can interact with
menus like buttons or sliders. The cursor interaction pro-
vides an efficient way to move or rearrange virtual objects
which are scattered across the room. If the distance from
the user to the surface changes, more fine granulated infor-
mation is displayed to the user. By pressing both buttons of
the hand-held projector, a miniature overview of the actual
space is projected to the virtual display.
In the framework of Cao et al. a hand based rotation with
the projector to the left or right side acts like a shortcut for
frequently used menu commands [3]. This feature enables
the user to interact with information space without moving
the cursor position. The main advantage of hand-held pro-
jectors is that each smooth surface can be used as a virtual
display. This system also provides a mechanism for a col-
laborative working environment where different people can
do brainstorming or annotate shared virtual objects.

6. TECHNICAL AND SOCIAL CHALLENGES
The usage of body proximate display environments can

cause technical or social problems. In this chapter we in-
troduce 5 different challenges and problems which can neg-
atively affect the user experience.

6.1 System Latency
The system latency in HuddleLamp was observed as no-

ticeable delay between the movement of the screen and the
reaction of the user interface [22]. This latency was caused
by the vision processing, the web socket connection and
the rendering performance of the device. In LightSpace the
overall system latency was greater than (100ms) [27]. This
latency appeared during quick hand movements, when the
user picked up a virtual object and carried it to another sur-
face. The latency also caused problems in the Gluey frame-
work [25]. Serrano et al. stated that the latency needs to be
reduced to provide a smooth interaction experience. Gru-
bert et al. also described a noticeable delay when the user
played a virtual reality game [12]. In this scenario fast hand
movements or a short distance to the poster caused tracking
errors during the game play, which can lead to a degrading
user experience [19].

6.2 Computation and Synchronizing Costs
The computation of a spatial 3D model of a room with

depth cameras can be very expensive, especially when many
people interact simultaneously [27, 1]. The user studies with
LightSpace showed that two or three users slowed down the
image processing speed [27] in a refresh rate of (30Hz) or
lower. In Gluey the hardware of the head-worn display was

limited when using ”Field of View” tracking techniques [25].
Hinckley et al. describe a scenario where the sensor data
synchronization of a large number of devices can overload
the CPU and wireless network resources [15]. ”Synchronous
gestures” over a set of n devices can produce n × n one-
way connections. In the virtual reality game of Grubert et
al. the tracking system regularly failed [12, 14, 9]. There-
fore many participants had to change their hand poses dur-
ing the game to reduce the amount of tracking errors. In
aFoveAR the powerful hardware set up ensured relatively
smooth user experience [1]. With the powerful hardware set
up the tracking latency could be reduced to (10ms).

6.3 Spatial Memory Capacity
The memory of a user to retrieve digital content is lim-

ited to his spatial memory capacity. This capacity can be
overwhelmed by a large number of virtual objects in the in-
formation space. A large number of digital objects which are
for example attached to the body [6, 10] to the wall [3, 1, 9]
or around the body [18, 26] can confuse users. In the frame-
works [3, 25, 26] the space for attaching virtual objects was
not limited to a specific room or display. This fact makes
the retrieving of virtual objects in many locations very dif-
ficult. Also the fact that humans have a limited ”Field of
View” can reduce search tasks for cluttered digital content
[21].

Figure 10: Spatial Memory Capacity, Visual Sepa-
ration [4]

In study the effects of visual separation between projected
displays was illustrated (see Figure 10) [4]. The study com-
pared different room locations (side, front and floor) where
the projected display of the phone was shown. The partic-
ipants had to perform pattern matching search tasks. The
user had to find sub-pieces of patterns in the projected dis-
play. These sub-pieces where shown on the screen of the
phone. The preferred projection position of the user was
the floor. In this position the context switches (between the
screen and the projected display) where very low compared
to the other positions. Because of these results, Cauchard
et al. recommend that the default display in multi-display
environments should be aligned in the same ”Field of View”
[4]. Different other solutions where invented to address the
problem of the limited spatial memory capacity. Cao et
al. introduce a virtual display which gives an overview over
all attached virtual objects in the current room [3]. Chen
et al. propose a scan mechanism for visually locating all



items (like browser tabs or images) which where assigned to
parts of the body [6]. In the framework MultiFi the head-
worn display enabled the user to relocate all information
assigned to the body [10]. With head pointing the user can
retrieve and switch all information. Schmidt et al. suggest
”personal clipboards” for reducing the information clutter in
shared working environments [24]. The advantages of ”per-
sonal clipboards” are that the private enclosed information
is not permanently shown on public displays.

6.4 Acceptance of new Interaction Methods
In body centric interactions the user can access digital

content by making gestures with his arm. In Chen’s body-
centric interaction framework the digital content was placed
on parts of the body or in the surrounded mid-air [6]. These
new uncommon interaction methods may be often not ap-
propriate in public spaces. Body centric interactions can
look odd to other people standing in the surroundings. This
fact can cause problems, especially when the surrounding
area is full of people for example in a crowded train. Gru-
bert et al. showed that the user can change the way how to
interact with the virtual content when a passer-by intrudes
the personal space of the user [14, 12].

6.5 Security and Data Privacy
New technical working environments ([25, 16, 3, 22, 23,

15, 26, 1]) allow the user to share virtual objects like pic-
tures or documents in the working office. In shared environ-
ments personal information of the user has to be separated
from public work displays. The user study of Dearman et
al. showed that many users wish a device functionality for
separating their digital content into a work and a private
information space [7]. Some ideas were proposed to address
this problem. Cao et al. introduced a ”personal folder” to
store private objects for a collaborative usage scenario [3].
All personal objects are saved into the hand-held projector of
the user. The user can decide which virtual objects he wants
to share. Similar to this approach the framework Gluey pro-
poses mechanism for pinning objects on the head-worn dis-
play to carry virtual objects [25]. Dragging objects to the
”Glueboard” can be seen as a personal storage functionality.
The head-worn display of the framework aFoveAR can also
be seen as private information space for the users [1]. Benko
et al. also suggest a mechanism for hiding personal cards
when the users play a virtual card game [1]. In MultiFi the
user can write personal text messages on his head-mounted
display [10]. The advantage of this approach is that not all
text messages are visible to other people. Hinckley et al.
introduced a feature for denying unauthorized tablet con-
nections [16]. Only tablet devices which are close together
can be connected to perform the ”stitching gesture”.

In the user study of Schmidt et al. different kinds of personal
clipboards are introduced for organizing private and public
information on touch interfaces [24]. Personal clipboards
provide the user with individual copy-and-paste operations
in multi-user environments. The study [24] compared ”Con-
text menu” , ”Subarea” and ”Hand-held” personal clipboard
techniques. Each clipboards technique was implemented
with a different user authentication method. In ”Context
menu” clipboards each user had to wear a wristband with
a unique identification code. In ”Subarea” clipboard each
user was assigned to special region on the surface. In these

regions each user can store private virtual objects. The user
is identified by his individual hand shape pattern. ”Hand-
held” clipboards where realized by using the smartphone as
a pen to perform touch gestures. The user is identified by
simultaneously tracking the touch events of the user’s phone
and the events of the shared touch display.

7. FUTURE RESEARCH
In this section we propose some new ideas for body proxi-

mate display environments. The following scenarios describe
common usage patterns in the user behavior and the imple-
mentation of these frameworks.

In the previous academic work ([22, 16, 23]) different tech-
niques were proposed to share virtual objects between mul-
tiple hand-held displays. Inspired by Hinckley et al. we
propose a SmartPen where the user can store digital con-
tent [16]. This pen acts like an USB stick with a personal
clipboard, where the user can move content between differ-
ent devices in his working office. The user can for example
grab files with his pen by touching the virtual object on the
touch display. After the grabbing process the user can re-
lease the virtual object by pressing a special button on the
pen. In this scenario the connection between all devices is
established by a wireless network. With this feature the user
is able to move files from his smartphone or desktop screen
to a printer. In this case the location of the printer is not
necessary because the files are stored on the SmartPen. The
display of the SmartPen can give the user an overview over
all stored objects.

For the second scenario we suggest the SmartRead which
was inspired by [5, 17, 25]. The framework combines a
hand-held device with a head-worn display to enrich the
reading experience of the user. In this scenario the user
can for example read documents or browse websites on his
smartphone. During the reading process all media embed-
ded objects like pictures in the document are shown in the
head-worn display. When the user reads a website or a doc-
ument the system automatically tracks the eye position of
the user. The tracked eye position can be used for an au-
tomatic scrolling mechanism. With special text selection
gestures on the smartphone, the user can save text frag-
ments on his personal clipboard. All copied text fragments
are automatically summarized in the personal clipboard of
the user. The SmartRead framework can also be controlled
by special voice commands. We propose a function allowing
the user to search for text patters in the document or navi-
gate through chapters with easy voice commands.

Benko and Cao [1, 3] introduced some projection based
frameworks, where the user was able to interact with room
walls. In these approaches each smooth surface was used
as a virtual information space. We suggest the framework
SmartBedProjector that combines a stationary projec-
tor with a hand-held device. This projection based frame-
work enables the user to lie on a bed and watch films or
slideshows above his head. In this approach the room ceil-
ing is used as a projection surface. The hand-held device
can be seen as a remote controller of the projected display.
By swiping to the right on the touch display the user can for
example switch the TV channel or show the next image dur-
ing a slideshow. The hand-held display provides the user a



function to see additional meta information of the projected
image. We propose a scenario where the hand-held display
shows the location where the current picture of the slideshow
was taken.
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ABSTRACT
Today many people have devices with little displays such as
smartphones, tablets or smartwatches. These devices pro-
vide possibilities to connect them and use them as one big
display. Multiple displays can be used to enlarge contents
or to exchange and copy data in an easy and natural way.
These possibilities make the idea of multiple displays an in-
teresting topic. Different options have been presented for
this purpose. To create multiple displays, the devices must
first be connected to each other. This process is called bind-
ing or pairing. If the technology is required in an envi-
ronment where movability is important, information about
the position of devices must be exchanged to share content.
This is called local or spatial registration. In this paper we
present a comprehensive overview of the state of the art in
the field of mobile device binding and spatial registration.
Furthermore we present advantages and disadvantages of the
individual techniques and compare them.

Keywords
binding, registration, multiple displays

1. INTRODUCTION
2015 already 52.8 % of Germans [32] and 28.1 % of peo-

ple worldwide own a smartphone, upward tendency [5]. Mo-
bile devices are becoming more integrated into everyday life.
They make life easier in many ways. For example anyone
can get any information on the Internet at any time, take
pictures and view them immediately, and even do work on
these devices.
However, mobile devices have still some disadvantages.

As an everyday device they can not be very large, because
they have to fit into the pockets or bags. Watching photos
for example, can be restricted, details can only be made
visible by zooming. In addition, only a few people can watch
the content at the same time. For example if a user wants
to show some holiday photos to his friends, not everybody
might see the pictures, as they could be too small on the
device. If a user has been working on a smart device, he
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may not want to waste time for copying the edited files at
the office. Again, fast transmission capabilities could make
life easier even more.

Hinckley et al. call this the ”spontaneous device sharing
problem” [14]. There have already been introduced some
solutions for easily connecting devices - especially their dis-
plays - and sharing content between them. For example this
can be accomplished by gesture-driven technologies such as
pinching (see chapter 2.1.5) or stitching (see chapter 2.1.4).

Connecting smart devices is also known as binding, de-
vice association, pairing, bonding or coupling [3, 4]. After
the connection is established, the devices can share their po-
sition with other ones, so that content can be displayed or
transferred optimally. This action is called local registra-
tion. In this paper we describe various techniques for both
binding and registration of multiple displays.

2. BINDING TECHNIQUES
Rashid et al. define binding ”as a way of coupling two

devices by explicitly or implicitly creating a software plus
network connection between them” [29]. There a many dif-
ferent ways to show a device that it should connect to an-
other one. For this, both devices have to contain the special
software and they have to be in any network, mostly Wi-Fi
or Bluetooth. In the following a selection of various binding
techniques are introduced and explained. We also want to
discuss the advantages and disadvantages of every technique
and compare them in the end especially for their usability,
scalability and movability.

2.1 Binding by gestures
Many binding techniques use different gestures for pair-

ing devices. Gestures are a very intuitive way to connect
them [17]. In the following different binding techniques by
gestures are introduced (see figure 1).

In this chapter, we will only describe binding techniques
which include gestures which are directly executed on or
with the device.

2.1.1 Shaking
Mayrhofer and Gellersen demonstrated the idea of cou-

pling two mobile phones while holding and shaking them
simultaneously [21] as well as Holmquist et al. who im-
plemented ”Smart-It Friends”, some small devices that get
connected when a user holds them together and shakes them
[15].

This movement is measured with acceleration sensors and
sent as a broadcast message to the other devices for com-



(a) Bumping [29] (b) Simultaneous But-
ton Pressing [29]

Figure 1: Device binding by different gestures (continued on
the next page)

(c) Stitching [29] (d) Touching [29]

(e) Pinching [25] (f) Shaking
[29]

Figure 1: Device binding by different gestures (continued)

parison [15]. Both recommend shaking two devices with
one hand as using two different hands could cause big dif-
ferences in the acceleration data. Mayrhofer and Gellersen
also present two different methods for the following mes-
sage exchange. The first one is called ShaVe (shaking for
verification). Devices exchange messages containing the ac-
celeration data and apply a similarity measure (between the
own and received data) and threshold afterwards. The sec-
ond technique is called ShaCK ((shaking to construct a key).
Here the devices ”exchange variants of acceleration feature
vectors and then use the percentage of matches found as a
similarity measure” [21]. All different techniques end with
establishing a connection between the shaken devices if there
is an accordance of the data.

Advantages.
Mayrhofer and Gellersen sum up some advantages of shak-

ing. First it is an intuitive and natural gesture because
users are normally familiar with the gesture of shaking, so
it doesn’t require learning and can be performed without
having to think.
They also say, that the gesture is vigorous and distinctive

as the acceleration is measured over a longer period than

the one of other gestures as bumping. This allows a better
separation from other motion patterns.

Lastly they say, that shaking movements are very variable
as it is a free gesture that normally is never two times the
same. So this should allow a good detection of pairwise
shaken devices without many false positives of randomly
similar movements [21].

Disadvantages.
If a user wants to pair two devices and holds one in every

hand it can cause problems with the motion detection, be-
cause the accordance of the movements can be too small to
recognize it as a shaking gesture. So this gesture is only pos-
sible to perform with devices which can be hold in one hand
or at least in two hands at the same time. Thus it is not
possible to carry out this technique between static devices.

The devices also need to have a motion detector, which
not every one might have. Another disadvantage is the scal-
ability, as it could be a problem to connect more than two
devices. The number of the devices that can be hold by a
user is depending on the size of the hands and also on the
size of the device itself. The more devices a user wants to
connect, the more uncomfortable the technique is.

2.1.2 Bumping
In general bumping means the gesture of striking two de-

vices together as clinking together glasses for a toast with
just one corner (see figure 1a) or the whole edges [13, 29].

Hinckley presented some different connection possibilities
trough bumping with tablets [13]. The first possibility is to
use one tablet as a base and the other one as the connecting
device. The second gets bumped to the base tablet. An
acceleration sensor can detect a vibration by the bumping
motion. This data is shared via a wireless network and com-
pared. If there is an accordance a connection is established.
So the devices can differentiate which edges were bumped
and how the data should get shared. The connection re-
mains as long as the devices touch each other. If one is
moved, the devices will be disconnected and return to their
previous state.

If two users want to connect their devices while holding
them, they can also bump just the corners together, as this
is the more intuitive motion while holding tablets in two
hands [13].

Two users facing another can also connect their devices
trough bumping the upper edges of their tablets. So they
can for example share the working screen and both add
changes. Therefore bumping allows display tiling, as well
as sharing and pasting information and establishing face-to-
face collaborations. This should also be possible for more
than one device, for example for a 2x2 tiled display or also
for a 1x3 tiled display, where the bumping can be performed
by just one device by the domino effect. Every tablet then
gets information about where it is relatively to the others.
Bumping should not just be possible for tablets but for all
handy devices with screens and rectangular shape [13].

Advantages.
Compared to just detecting all near devices, a hierarchy

is created by selecting the devices. In addition, the edges
for the division are specified. Another advantage is that the
movement is very quick and natural, because it is a syn-
chronous gesture like shaking hands, that everyone knows



from everyday life [13, 29].
On the first glance the scalability seems to be a problem,

as you can normally only connect two devices at a time. In
a video, published by Hinckley in accordance to his paper,
he mentions the idea of using the ”domino-effect” to connect
more than one device in a row by bumping one to another
causes also a bump between the other one and a third one
and so on 1. This means, that all devices which should get
connected are bumped from one side to the other. But this
is just possible if all devices are lying in one row. Hinckley
also shows in his video that he found a way for coupling
devices on other arrangements, for example 2x2. Therefore
the devices have to be added one by one.
Another advantage is, that the pairing is possible for all

devices which can be bumped and have the required sensors.

Disadvantages.
As bumping means to poke one device to another, users

might get unsure about how hard they have to bump them
together and maybe some also have inhibitions because of
this gesture and breaking something [29]. However this
should not be a problem, as the hardware of the devices
is designed to survive this handling. Therefore the thresh-
old has to be set very small. It must be considered that such
a small value could cause many false positives [13].
There is also the question how bumping could work with

not rectangular shaped devices, such as smart-watches for
example. This could prevent the advantage of the specified
edges, as there are none.
Another issue occurs when many devices are added one to

another. Users may get a problem if they have to remove
one which is lying in the middle of the others. This could
break the whole multiple display.

2.1.3 Simultaneous Button Pressing
Rekimoto et al. introduced an interaction technique called

SyncTap [31]. This method is about making a network con-
nection between two devices. A user can do this by pressing
one button on each of two devices simultaneously. As a reac-
tion to this the devices will send UDP packets to the network
as a multicast containing the information about the button
pressing times and the IP address. Everyone in the network
will get this message and if the timestamp is the same as the
own one a connection to the IP address can be established.
Rekimoto also tells about the possibility to do the same

packet exchange with detecting synchronous sensor values
such as sound. A user can knock with one device against
the other one which causes the same captured sound for
comparison [31].

Advantages.
This binding technique is not limited to devices with touch

screens. It can be executed to every device which can have
a programmed button interaction for this special pairing.
This also means that a device has not to be handy.
Another point is that pressing buttons is a very natural

gesture with a high affordance. So the user does not have to
learn any new gesture for this technique.

Disadvantages.

1https://kenhinckley.wordpress.com/category/papers-with-
youtube-videos/page/4/, accessed on 20.12.2015

A user normally has to use both hands to press the but-
tons simultaneously. This also means that he needs to focus
on the interaction with two different screens, what might be
a problem for an inexperienced user, especially if the but-
tons of the two devices are not directly side by side or have
different haptics. This leads to another disadvantage. If a
user needs both hands for two devices, he can just bind two
at a time.

Another problem is, that a user study showed that users
do perceive the simultaneous pressing of two buttons as awk-
ward and uncomfortable as the effort to attain synchronicity
was too high [29].

2.1.4 Stitching
“A stitching gesture is a [...] gesture that spans multiple

displays, consisting of a continuous [...] motion that starts
on one device, skips over the bezel of the screen, and ends on
the screen of another device” [14] (see figure 1c). It uses the
geometrical information from a pen or a finger and times-
tamps to automatically determine the spatial relationship
between two devices.

Hinckley et al. created a prototype for this binding tech-
nique on pen-operated mobile devices[14]. They use a server
which gets the stitching information from the participants’
devices and sends a stitching event to both devices contain-
ing each others network address in case of matching pen
traces. Because there is a short time where the pen is not
touching any of the screens while it is over the devices frame
they ”define an envelope as the time interval during which
the pen is in range of the screen and is moving at a speed
above a predetermined threshold” [14]. To decide whether
the movement was a stitching gesture some criteria have to
be satisfied:

1. The envelopes have to end/start near the screens’ bor-
ders and last longer than a given timespan.

2. The pause between the two envelopes is allowed to be
1.5 seconds as a maximum. This supports stitching
between devices within a range of 75 cm as a maxi-
mum.

3. The direction of the pen while exiting the first screen
and entering the other one must match within plus/minus
20 degree.

Hinckley also talks about the idea of cooperative stitching,
where a user performs the first part of the gesture and the
other one finishes it on his own device. So no one has to
touch another one’s device. It could be also possible that
many users finish the gesture and for example everyone gets
the shared file. Stitching of multiple devices is also possible
to a maximum of 16 devices [14].

Advantages.
As there are two values which are compared, the times-

tamps and also the geometrical properties, there might be
not as much collisions with other gestures as with other
gestures-based techniques.

Another advantage is that for this technique no direct
touching of the devices is needed, as it might be a taboo in
some cultures. The binding is supported to a distance of
an arm length and even longer for the idea of cooperative
stitching [14].



Similar to the bumping technique a hierarchy is created
by the direction of the gesture and also the edges for the
division are specified.

Disadvantages.
The first problem is that this technique is just executable

for devices with touch-screens.
It might also be a problem to detect the gestures if some-

one else is touching the display at the same time.
With this technique users worry about the security [29,

14]. Hinckley et al. think that this is not a problem, be-
cause the physical nature of the gesture does not allow any
user to violate the rules, as those users would be noticed
because of the small range. They also introduce the idea to
let the user decide who should be able to pair the devices via
stitching in an untrustworthy environment by passwords for
example or just forbidding connections to unknown devices
[14]. However as long as users think that the technique is
insecure, they might not use it.

2.1.5 Pinching
Pinching normally means doing a simultaneous swiping

gesture with the thumb and forefinger on two juxtaposed
devices for connecting them as shown in figure 1e [25, 23].
But there are also some other ways to do the pinching. For
example a user can use the forefingers of both hands [19, 23]
instead of one hand. There is also the possibility of doing a
two-step pinching created by Nielson et al. where ”the user
slides his index finger to the edge of one device and then
afterwards to the edge of the other device” [23]. Especially
the last shows that the pinching gesture is like two successive
or simultaneous stitching gestures in two directions.
The setup works similar to the simultaneous button press-

ing, but with another gesture. First the devices have to be
connected for example via Wi-Fi or Bluetooth [25]. If any
user does a swipe gesture (see figure 1e) on a device, the
device will send a message to all other connected devices. If
a device gets a message with swiping information and also
just sent its own information it can compare the content of
the received message to the own and derive if there was a
pinching gesture. For this some conditions have to be satis-
fied:

1. First, the timestamps are compared. They show, whether
the gestures were performed simultaneously.

2. Then the devices check if the screens surfaces are di-
rected to the same orientation.

3. Finally a check is made whether the movements were
opposed.

If these three conditions are satisfied, the device will deduce
that the identified swiping motions belong to a pinching ges-
ture [25].

Advantages.
A good thing is that for pinching no extra sensors are

needed [25]. Users can also arrange their devices in many
ways and use devices of different sizes, for example tablets
and smartphones. There is also an extensive range of mobile
devices supported [25].
Similar to the bumping and Stitching techniques the edges

for the division are specified by the gesture.

Disadvantages.
This technique is just executable for devices with touch

screens. So the amount of usable devices is restricted.
Another problem is, that people might have a problem

with letting other people handle their phone as a study
showed . They were afraid of others damaging their device
[19].

2.1.6 Touching
Touching can be understood in two different ways. The

first is that touching means that one device touches another
one for pairing. The other one would be the usage of the
human body as a conductor to transfer electrical signals be-
tween devices, also called ”intrabody communication” [37, 4]
as shown in figure 1d. This means that a user touches two
devices with his hands and this results in a connection.

The first variant is introduced by Lucero et al. They
present “EasyGroups”which is a group binding method that
allows collocated people easily to form a group, start an ap-
plication and define the order of the devices around the table
[20]. For this Bluetooth should be enabled on all devices and
the application needs to be pre-installed. One user can start
the application and touch the device he wants to connect
with his own device. It will send connectivity information
to the new group member over Bluetooth. The new device
can now also start the application, connect to the WLAN
network and join the group.

A very similar concept is used for the ”Touch & Connect”
technique of Seewoonauth et al., where an RFID tag is used
to store the Bluetooth MAC address of the corresponding
device. When a user touches this tag with his own device
a spontaneous connection is established without a device
discovery process. Both devices use this Bluetooth link to
exchange data [35].

VISTouch is a technology introduced by Yasumoto and
Teraoka. They put a smartphone in a special case with
protuberances. If the phone touches another device, this
will cause a connection [36].

The second variant is introduced by Park et al. [26]. Here
the pairing between two devices is also done by touching
them, but the electric signals for the data exchange are
transported trough the human body.

Advantages.
Pairing devices by touching is very easy to perform for

any user, as there is nothing else to do than touching the
devices.

Touching between devices is also a less powerful contact
then the bumping motion. So users should not have any
concerns about any damages.

A user study also showed that the intrabody communica-
tion is very easy for users and also very fascinating [29].

Disadvantages.
The touching of two devices for the intrabody signalling

technique can be a problem for bigger devices like tablets.
People with small hands may not be able to perform this.
There is also the problem that a user might touch two de-
vices or two devices might touch each other but no connec-
tion between them is wanted. An additional authorizing of
the pairing could destroy the simplicity of the technique.

A study revealed another disadvantage. Some users had
concerns that such a technique may be too insecure [29].



2.2 Binding trough sounds
Devices can’t just get paired by performing gestures but

also by using special sound recognition. There are some
different ways to do this which are described in the following.

2.2.1 Binding trough the Doppler effect
DopLink uses a well-known physical phenomena for pair-

ing the devices - the Doppler effect. It ”characterizes the
change in observed frequency of a sound wave as a source
moves towards or away from the receiver” [1]. When a user
wants to connect to another device he presses a button to
initiate an inaudible tone. Then he makes a pointing gesture
towards the target. Because of the change of the velocity of
the sound, a Doppler shift can be detected by all devices
in the vicinity. The target device will receive the maximum
frequency shift compared to other possible devices. All de-
vices will sense a frequency shift and report it to the server.
If we want to combine the device to multiple other devices,
the server organizes the devices in a sequence based on their
sound arrival times. Then it sends each participant the po-
sition relative to other devices.
There is also another technique that uses the Doppler ef-

fect. In this case the user has just to do a wave gesture in
the air from one device to another one. ”The hand move-
ment reflects the ultrasound, causing a shift in frequency”
[2].

Advantages.
This technique doesn’t need any additional hardware for

the devices.
Especially the second variant has the advantage that the

user has not to touch the devices directly. This is something
some people do not like as we saw in chapter 2.1.5.

Disadvantages.
There might be the possibility that other very loud sounds

drown the connection sounds. Other sounds ,occurring in
everyday life, could also cause an undesired connection es-
pecially if the sounds are inaudible for human.

2.2.2 Binding by the sound of gestures performed on
a shared surface

SurfaceLink is a system where users can make natural sur-
face gestures to control association and information transfer
among a set of devices placed on a mutually shared surface
(e.g. a table) [6]. A user can for example do some of the al-
ready mentioned gestures like pinching or stitching but not
on the device itself but on the surface between the devices.
Also other motions like clockwise gestures are possible and
can be used to connect devices which are arranged in a round
shape. To figure out the relative positions of devices in a 2-
dimensional space, SurfaceLink combines stereo positioning
with user gesture data.

Advantages.
This technique is easy to perform for the user and doesn’t

need any additional hardware for the devices. It also sup-
ports using some of the gestures mentioned above, e.g. the
pinching gesture.
Another advantage is that the user has not to touch the

devices directly, what some people don’t like as already men-
tioned in chapter 2.2.1.

Disadvantages.
As already mentioned in chapter 2.2.1 there might be the

possibility that other very loud sounds drown the connection
sounds or maybe the sound can not be evaluated if more
than one person is doing sounds on the surface. Another
disadvantage is that an additional surface is needed and the
texture of the surface should be comfortable for the user
and also cause the needed sounds. This is what makes this
technique not very usable in the context of mobility, because
such a surface is not always available.

2.3 Binding by visible markers
Another way to pair devices is the usage of codes. Here a

unique code is created on the display of the device. This code
has to be detected in any way of the network environment.
There are different possibilities for the code creation and
recognition. These are shown in the following.

2.3.1 Binding through 2D matrix codes
One way of connecting different devices in a network is

using 2D matrix codes. One example for this is the Huddle-
Lamp which is a lamp that contains a camera in the lamp-
shade [28]. This is connected to an additional PC which has
the role of the server. To connect a device to the network
there is no need to pre-install additional software. The user
just has to scan an QR-Code which starts a web application
that creates a code for the device to join the huddle or access
the site directly. The camera in the lamp will recognize the
code on the new device if you put it into the lamp’s view
and add the device to the network, this is called web-based
pairing.

Schmitz et al. also use these codes for pairing devices.
Every client renders a unique marker, then the user has to
take a photo of the entire setup with the host device. This
photo is then used to detect all markers, and returns the
global coordinates and orientation of each marker [33]. The
host uses this information to compute the viewports and
send them to each client.

Advantages.
The HuddleLamp allows any user to join the huddle ad-

hoc [28].
An advantage of the second variant is that no additional

sensors are needed.
There is also one security advantage, because no infor-

mation has to be shared between the clients directly, just
between a device and the server.

Disadvantages.
For the construction of the HuddleLamp additional hard-

ware is needed. The camera in the lamp and also an extra
server machine. The space of the application is also deter-
mined by the range of the camera and the size of the lamp.
So the user can move the devices freely inside this given area
but not generally free in space.

There is also no possibility to do multi-touch gestures (e.g.
pinch-to-zoom) on more than one device. Fingers still have
to be on the same device for detecting the gesture and if more
than one user touches the screens it could cause problems.

The second variant has also the disadvantage that the
calibration might fail due to bright reflections obstructing
the client’s displays visibility. [33].



2.3.2 Binding through an ID, encoded by color tran-
sitions

The ”phone as a pixel”-system consists of a target image, a
collection of client display devices, a web server and a camera
[34]. The name means that a phone is used to display one
pixel of a large image, but it can also display more than
one. Each client is first navigated to a web page containing
a JavaScript application. This is for controlling all further
client activities. Once the client has received a unique ID
from the server, it flashes a color sequence on its screen,
which encodes the ID (see figure 2).

Figure 2: Encoding the device’s ID using color transitions.
Special color changes stand for “1” others for “0”[34]

The camera tracks the flashing from each display and de-
termines IDs for all devices simultaneously, along with the
camera coordinates. Each device receives a color value or a
region of a larger image trough the web server after it fin-
ishes displaying the ID. After this the flashing ID sequence
ends and the output is displayed.

Advantages.
The number of the displayed pixel is variable. One device

can contain only one pixel but also many of them.
New clients can join the setup ad-hoc. They just have to

be in the range of the camera and need to start the pairing
process by adding the website.

Disadvantages.
Each device has first to do the flashing of a whole sequence

to get detected by the camera. This requires some time.
Another disadvantage is the additional camera for the

setup. Just as with the HuddleLamp (see 2.3.1) the space is
limited by the range of the camera.

3. BINDING TECHNIQUES IN COMPARI-
SON

In the last section we already discussed the advantages
and disadvantages of the different binding techniques. Now
the different techniques are compared in order to decide
which are the most promising. Therefore we collected all
information about the different techniques in table 1. The
user study of Rashid and Quigley [29] and the survey of
Chong et al. [4] provided most of the information.
In general we can say that a binding technique without

additional equipment is more flexible as it can be done ev-
erywhere at any time. But it also depends on the different
situation the binding should be performed in. Binding with
additional instrumentation as for example a camera showed
that there are other possibilities for sharing information as
you do not need more than your own device necessarily.

Cardinality at a time.
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Stitching
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(16)

both

Shaking pair yes none easy n/a dyn
Button
pressing

pair yes none hard no dyn

Bumping
pair/
group

yes none easy lim both

Touching pair yes none easy no stat

Touching
(devices)

pair yes (RFID) easy yes dyn

Doppler
effect

group yes none easy yes n/a

Surface
sounds

group lim surface easy yes dyn

2D matrix
codes

group var (camera) easy yes dyn

Color
transitions

group no camera easy yes stat

Table 1: Summary of the characteristics of the different
binding methods (lim=limited, var=various, x = unlimited,
dyn=dynamic, stat = static), information in brackets is just
needed in special variants of the technique

This means how many devices can be paired at a time.
As we can see most of the gesture-based techniques allow
only binding two devices at a time. For stitching and bump-
ing exist new ideas for increasing the number. Non-gesture-
based techniques do normally allow an unlimited number of
connections at a time, they are just limited to some physi-
cal issues, like for example the range of the camera or the
surface.

Mobility & Additional equipment.
Mobility depicts if the techniques are applicable in the

context of smart devices. That means that a user should
be able to apply it everywhere at any time. As we can
see most of the techniques provide mobility. The ones that
don’t provide this are mostly restricted because they do need
additional equipment which is not available everywhere. The
2D matrix code technique can also use the camera of one of
the devices, that’s why it is variable.

Practicability.
Practicability is a combination of how easy the gesture is

for the user and how big the accuracy is. Rashid and Quigley
compared some of the gesture techniques (bumping, stitch-
ing, shaking, touching and simultaneous button pressing) in
a user study and detected that shaking and touching were
the easiest techniques to perform for the users, while simul-
taneous button pressing was the most difficult one as they
had problems to do it simultaneously [29].

Scalability.
Scalability describes whether devices can be added easily

to a multiple display or not. The value in the table shows



if it is possible to add any number of new devices to the
environment. Sometimes this is possible but the number is
limited.

Movability after binding.
Here the question is whether individual devices can be

moved after the binding process without being disconnected.
Some techniques provide static ways, as well as dynamic
variants (both).

4. REGISTRATION TECHNIQUES
If content like pictures is shared between multiple displays

the devices must mutually share their position to be able to
display the right content. For this purpose their local posi-
tion has to be registered and sometimes the rotation as well.
There is the model of six degrees of freedom (DoF) which
shows the number of independent ways by which a dynamic
system can move, without violating any constraint imposed
on it (see figure 3).

Figure 3: Six degrees of freedom: independent ways by
which a dynamic system can move. 3 degrees are for trans-
lation on and 3 for rotation around the x-, y-, and z-axes.2

Depending on the design of the multiple display environ-
ment we need various DoFs for displaying the right content.
On a predictable surface we only need two DoF: x- and y-
translation. There are also some cases where we use three
of the degrees (x- and y-translation and z-rotation) for a 2D
environment if the devices are for example lying on a table
(cf. HuddleLamp [28]).
To ensure the reception and handling of this position in-

formation about a device and especially the position relative
to the other devices, both external sensors, such as cameras
are used, as well as internal sensors, such as an accelerator
or the built-in microphone. A selection of common technolo-
gies is described below.

4.1 External sensors
To register the position of each device in the network we

can use external sensors, for example an additional external
camera as explained in the following.

2http://vidhance.com/technology/six-degrees/, accessed on
05.12.2015

4.1.1 Position registration trough an external cam-
era

The position of a device and its position relative to other
devices can be detected by an external camera in a 2D as
well as in a 3D environment.

HuddleLamp is a lamp with a camera in the lampshade
[28]. When a device is paired with the server it gets an
internal ID for detecting the position. This enables the vi-
sion system to track the devices movements over time. The
server knows the position of a device relative to the tracked
area and can send the information what to display. Regis-
tration by the light codes works similar to that. After the
pairing with the code every device gets an ID to calculate
and send the display information [28]. HuddleLamp uses a
web-based architecture and JavaScript API. This is called
a web-based tracking technology which proves to be a good
method for registration trough cameras [24].

Advantages.
When a table is used as a base for the area and the devices

lie on it, the position detection can be handled as a 2D
system. This means that we do not have to consider all six
DoF. This may result in less computational effort. As the
position of each device is recognized by a camera there is no
need for the individual devices to exchange messages to each
other. The position is just known by the server and there is
no need for evaluation of position data of the device itself.

Disadvantages.
For the HuddleLamp there is a small but noticeable de-

lay between the movement of a screen and the reaction of
the UI. The need of connection, synchronization and render-
ing performances of browsers is responsible for that. So the
computational effort is still too high. As the position of the
device is just noticed by the camera and the assigned ID of
the device, it can happen, that a device gets lost. Because
there is no packet exchange about position information be-
tween server and clients the device has to be removed and
connected again.

4.2 Internal sensors
Instead of using external sensors to detect the position of

a device we can also use the already built in sensors. The
different possibilities are explained in the following.

4.2.1 Position registration by the internal camera
Many devices are equipped with a camera on the back and

a front camera.
Schmitz et al. use the camera on the back for the au-

tomatic calibration [33]. Here the camera is used to take
a photo of the arrangement of other devices which render
matrix codes for detecting them. These codes are based on
the idea of Rekimoto (Matrix codes for six DoF tracking)
and contain information about the position of a device in a
3-dimensional space [30, 33].

Li and Kobbelt use the front camera to do the local reg-
istration for a device in the environment [18]. For this a
matrix code [30] is positioned on the range of the devices’
cameras. Then a marker detection algorithm is used to cal-
culate their position in comparison to the marker and then
between each client device and the server device. After that
the latter can use this information to calculate the display
information for every client.



Advantages.
A good thing is, that no additional equipment is needed

for both variants.
As both variants use the marker detection, the techniques

should also be doable for 3D environments, since the marker
detection provides also 3D information of devices [30].

Disadvantages.
The second variant has the disadvantage that the devices

can not be moved after the calibration. If they are moved,
the procedure has to be repeated.
Another problem is, that one device has to be used to take

the picture, so the user has to to the calibration manually
on a second step.

4.2.2 Position registration trough an internal micro-
phone

For internal sensors there are many possibilities, for ex-
ample the internal microphone. SurfaceLink uses this sensor
to provide the system with a much better understanding of
the device arrangement. It combines stereo positioning (1-
dimensional) with data of user gestures to detect the relative
positions of devices in a 2-dimensional space [6]. For two-
dimensional registration the user has to do a gesture on the
surface. Then the timestamp of the audio peaks for each
device informs about the order of devices (figure 4b). This
could cause more than one possible arrangement, as shown
in figure 4b.

(a) Real arrangement of the de-
vices

(b) Possible arrange-
ments without stereo
positioning

Figure 4: This picture shows the necessity of stereo posi-
tioning [6]

That’s what the stereo positioning is for. It is carried out
by sending two non-audible tones of different frequencies,
one from the right and from the left speaker. Other devices
can thus determine whether the sending device is on the left
or on the right by the heights of the observed amplitudes.
This would show, that the right arrangement for the de-
vices is the number I in figure 4b. However these algorithms
don’t calculate the exact distance to other devices but their
position.
“Tracko” also uses the internal microphone for 3D track-

ing [16]. Jin et al. developed an algorithm based on the
idea of round trip times which can calculate the position
of devices in a 3D environment by sending and receiving
inaudible sounds to and from the other devices.

Advantages.

Registration by sound doesn’t need any additional hard-
ware.

As we can see the technique is very flexible. With the
corresponding algorithm every dimension detection can be
accomplished (1D-3D).

Furthermore the sounds are non audible, so they do not
disturb any humans.

Disadvantages.
There might be the possibility that other very loud sounds

drown the connection sounds. The first variation has also
the problem, that the sound could be not evaluable if more
than one person is doing sounds on the surface. Another
disadvantage of the second variant is that the microphones
could be covered by hands. This disturbs the sound detec-
tion.

4.2.3 Position registration by multi-touch and accel-
eration data

The VISTouch system requires that the touching device is
put in a special case which has twelve protuberances, three
on each side of the case with different distances between any
two protuberances. That makes each site unique. When a
device inside the case touches another device providing a
multi-touch function, position data can be exchanged. The
relative positions of the devices can be calculated “by using
the information of the spatial positions and triaxial (or bi-
axial) angles” [36]. First the system decides which side of
the touching device is in contact with the other device’s dis-
play by the distances and difference distances between the
three protuberances. This information is sent to the touch-
ing device which calculates the third angle by the received
information and the internal acceleration sensor. Finally,
the system sends the information back to the tablet.

Advantages.
Because the data only contains coordinate information,

the system can achieve a high calculation precision of the
positions with a small calculation load.

Five degrees of freedom are provided for the touching de-
vice (except y-translation, y-rotation just in a 90 degree
angle). This means, that the system can recognize multi-
ple devices positions in real space (3D) as long as they are
touching each other.

Disadvantages.
One problem is, that the devices have to touch each other

the whole time.
Another thing is the necessity of a special case with pro-

tuberances for the touching device. This makes the system
not easy to use spontaneously.

The whole side of a device has to touch the other one.
That allows rotating the device around the y-axis only in a
90 degree angle.

5. REGISTRATION TECHNIQUES IN COM-
PARISON

In the section above we already discussed the advantages
and disadvantages of the different spatial registration tech-
niques, while in this section we compare them in order to
decide which are the most promising.

We presented four ways of spatial registration for multiple



displays. Most of them are just used to track the position of
a device on a two dimensional surface but they also provide
registration in 3D.
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Table 2: Summary of the characteristics of registration
methods by different sensors (x= unlimited, lim = limited,
*there are ideas for implementations without matrix codes)

Degrees of freedom.
All sensors can be used to detect the position of a device

in a 3D environment. For every sensor there is a technology
which provides this registration.

Speed.
The position tracking of the technology used for Huddle-

Lamp is complicated as many factors have to be considered.
This causes a noticeable delay between the movement of
screens and the reaction of the UI. The other techniques do
not have to deal with this problem, as there is no detour via
an additional device for the transfer of the data.

Number of detectable devices.
All techniques do not have a maximum number of de-

tectable devices but they have maximum ranges through the
limited size of the detectable area for example.

Power consumption.
The technology with the smallest power consumption is

definitely the one which causes no extra effort to the devices
itself. The technologies which use device internal sensors
will have a higher power consumption than the registration
via an external camera, as they always have to listen to other
devices data and send their own.

Altogether we can say that there is no perfect technology.
It all depends on the requirements of the system.

6. CONCLUSION
Altogether we can say that there are many ideas for the

binding and registration of multiple displays. However there
are still not many of these techniques used in real life. Even
though the existing binding and registration methods work
technically fine, the developers have to think more about se-
curity issues. For example what if the binding is not wanted
wanted anymore even though it was requested before. What
if there is a picture in the middle of a gallery not everyone

should see? Or are the protocols used for the data exchange
really secure? Developers have to focus on the security of
the technologies as for example Mayerhofer and Gellersen
did [21] for the bumping technique. Rashid and Quigley de-
tected in a user study that the ease of use, security, prompt-
ness, appeal, originality and reliability are the key factors
for using these technologies [29]. As we have seen above
there is also the need of perfecting the existing technologies
as there are still many disadvantages for the named key fac-
tors. There are also some other challenges which have to be
considered [27, 9, 11, 7, 8]. One thing is the perceptional
challenge of display switching. People might have prob-
lems with “angular coverage, content coordination, input
directness and input-display correspondence” [27]. Those
problems can occur because of varying display resolutions,
luminance, visual interference and color or contrast differ-
ences. New technologies for multiple displays could include
to set all changeable values automatically to the same. So-
cial challenges like privacy can also be a big issue for users,
similar to Augmented Reality applications [10, 12]. As we
already mentioned, it is anomalous to touch another person
in some cultures and also people didn’t like it if their device
was touched by a stranger. These issues can probably be
resolved through the presented technologies as they might
remove the necessity for another person’s input (e.g. coop-
erative stitching [14]). Finally, the quality of registration
techniques might have an influence on the user experience
[22].
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ABSTRACT
Nowadays, the use of multiple display environments is get-
ting very common in many different fields, may it be the
stationary display of large data on multiple large screens
(e.g. in conference rooms) or an interaction between multi-
ple mobile devices and mobile devices with multiple displays
(e.g. dual-display gaming consoles) respectively. The pur-
pose of this paper is to present perceptional challenges and
to evaluate their relevance for mobile and stationary multi-
display environments. Furthermore an overview over several
experimental studies that have a relevance to this topic is
given.
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1. INTRODUCTION
In our time user interaction with computing devices is not

longer limited to only a single desktop PC. It is not uncom-
mon for a person in today’s environment to own multiple
devices, such as a laptop, tablet, smartphone, music player,
Google glasses or a smart watch. This provides the oppor-
tunity for people who own different devices to use them si-
multaneously for different or the same task, be it watching
videos on the laptop while chatting on the smartphone or
using a second display at work.
These kinds of environments where the data or task is

spread across multiple displays is called a multi-display envi-
ronment. Multi-display environments consisting of multiple
different devices have the advantage, that the devices can
compensate for each others drawbacks. Imagine combining
a mobile phone with a large display screen. The phone itself
has only a small display and cannot show large data, while
the screen itself has no mobility or option to interact locally.
When those devices interact, the large screen to display a
great amount of data and the mobility made possible by
interacting directly via the mobile phone are both available.
When combining displays in Multi-display environments,

there are many aspects that can play a role. Considering the
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properties of the human visual system is of great importance
to effectively design the interaction of displays in a multi-
display environment. For example, when multiple displays
are physically separated, it is not possible for the eye to
focus on all of them simultaneously, which leads to switches
in attention and may affect the performance in completing
tasks. One has to think about what data is represented
on which screen and how to enable a fluid interaction with
multiple displays.

In this work an overview about the human visual sys-
tem and perception will be given in the first two sections.
Next their relevance for mobile, stationary and hybrid multi-
display environments will be evaluated in section 3, followed
by an overview over several experimental studies that have
a relevance to this topic. Lastly, an outlook on potential
future challenges and experiments will be presented.

2. VISUAL PERCEPTION
When combining multiple displays, sometimes of differ-

ent devices, of course, a number of challenges and questions
arise. For example: ’How to efficiently map information be-
tween displays?’ or ’How does the use of multiple display
affect performance?’. To answer these questions and ensure
a fluid interaction and maximized performance one has to
take the properties of the human visual system into consid-
eration.

Therefore, in this first section, basic fundamentals about
the processes taking place in the eye and visual perception
will be presented. A horizontal section of the human eye can
be seen in figure 1.

The imaging process in the human eye works by refracting
light using the two lenses, the cornea and the lens [25] (chap-
ter 2 page 77 ff). To be able to switch between looking at
objects in the distance and objects close to the observer, the
focus of the lens can be adjusted with the ciliary muscle. The
image is then projected onto the retina. The retina contains
receptors, cones for color perception and rods for perception
of brightness.The receptors convert light into nerve signals,
which are collected and directed to the brain via the optic
nerve.

A short introduction to the most important visual prop-
erties is given in the sections below.

2.1 Color
As mentioned in 2, receptors in the retina, the cones, are

responsible for the perception of colors [25] (chapter 15 page
663 ff). Out of ca. 100 million receptors in the retina, only
about 5 million are used for color perception, the rest are



Figure 1: Horizontal section of the human eye

used for perception of brightness. Cones are mainly located
in the center of the retina, the fovea. They need a relatively
high light intensity to work, which is the reason that we
cannot see colors at night.
How color plays a role in multi-display environments is

shown in the sections 4.1.1, 4.2.1 and 4.3.1.

2.2 Brightness
The receptors, which are responsible for the brightness

are called rods [25] (chapter 13 page 545 ff). Rods make out
the biggest part of receptors in the retina. That is why it
is easier for humans to detect changes in brightness, than
it is to detect changes in color. To fully understand the
concept of brightness one has to consider two more factors
of importance: luminance and lightness [1].
Luminance is the measurable amount of light coming

from a region of space. Unlike brightness and lightness, lu-
minance can be measured using tools. The unit in which
lightness is measured is Candela per square meter (Cd/m2).
Brightness refers to the perceived amount of light which

is emitted from a self-luminous source. Brightness is per-
ceived non-linear, following Stephen’s power law: Brightness
= Luminancen, where n depends on the size of the patch of
light. The perception of brightness for one object always de-
pends on ambient lighting, the brightness of the surrounding
space.
The perceived reflectance of a surface is called lightness.

Other than brightness it depends on the overall luminance
of a scene and is perceived differently by each human.
When the brightness perceived by the eye changes, a pro-

cess called adaptation takes place in the eye. Adaptation
works by expansion and contraction of the iris, as well as
by regulation of neurotransmitters. When the brightness
changes from dark to bright, the process only takes a few
seconds. On the other hand, when the brightness changes
from bright to dark, it can take up to 45 minutes.
How brightness plays a role in multi-display environments

is shown in the sections 4.1.2, 4.2.2 and 4.3.2.

2.3 Contrast
Contrast [1] [25] (chapter 14 page 630) is the ability of our

eye to precisely distinguish between neighboring objects that
have different properties (color or luminance). For better
recognition of borders, the contrast between surfaces with
different luminance is enhanced by a process called lateral
inhibition.

Lateral inhibition enhances these borders by making the
bright patch directly next to a dark one seem even brighter
and the dark one darker. This can lead to several optical
illusions such as, for example, the Mach Band Effect.

How contrast plays a role in multi-display environments
is shown in the sections 4.1.2, 4.2.2 and 4.3.2.

2.4 Focus
The human eye can change the focus from near to far

objects by adjusting the lens with the ciliary muscle [25]
(chapter 10 page 411 ff). This process is called Accommo-
dation. The power of a lens is about 1/f, with f being the
distance to the focus point in meters (called diopter). The
maximal diopter that the eye can adapt is 10-12.

The inability of the human eye to focus on multiple things
that are distributed in space simultaneously is one factor
leading to attention switching (see section 3.2).

How focus plays a role in multi-display environments is
shown in the sections 4.1.3, 4.2.3 and 4.3.3.

2.5 Field of vision
The field of vision is the total field which a human is able

to perceive when focusing on a single point [27]. It typically
has a span of ca. 200◦ horizontally (see figure 2) and ca.120◦

vertically. The field of vision which is perceived by both eyes
simultaneously is the field of binocular vision.

Figure 2: Horizontal field of vision

The visual field is affected by the distribution of rods and
cones [25] (chapter 15 page 663 ff). The cones are located
in the center of the retina, so we can only see colors there.
The most densely packed location is called the fovea. In the
fovea the vision is sharpest. However, the highest resolution
of foveal vision is only about 2◦. The peripheral vision is the
part of the visual field which is not in the center of vision
but where humans are still able to perceive motion.

The area in which it is possible to extract information with
only a single look is called the ”Useful Field of View” [30, 27].



The range of this field can vary depending on the task that
is handled. In the horizontal field the ability to read ranges
from ca. −10◦ to 10◦. Symbols can be recognized from ca.
−30◦ to 30◦ and color can be perceived in ca. −60◦ to 60◦.
Vertically color can be perceived from ca. −30◦ to 30◦. The
age of a person also matters. Elderly people often have more
difficulties solving unknown peripheral tasks than younger
ones, as shown in [30], but when familiar with a task, their
experience can lead to better results.
Differences in distance of objects in the visual field or

switches between peripheral and foveal vision are factors
leading to switches in visual attention (see section 3.2).
How the field of vision plays a role in multi-display envi-

ronments is shown in the sections 4.1.4, 4.2.4 and 4.3.4.

2.6 Depth perception
As mentioned before, the human visual system works by

projecting the scene onto the retina [19]. Since it is a pro-
jection from a 3-dimensional to a 2-dimensional space, infor-
mation is lost in the process. But humans can still perceive
depth and space through focusing one one specific point and
analyzing the relative distance to other points in space as
well as the comparison between the different retinal images
of both eyes in binocular vision.
In the perception of depth, the size of objects and visual

angle plays a role as well [24], [11]. For example, same-
sized objects can seem closer, when they are surrounded by
smaller objects than bigger objects.
How depth perception plays a role in multi-display envi-

ronments is shown in the sections 4.1.3, 4.2.3 and 4.3.3.

3. ATTENTION
The part of the human memory, in which the currently

viewed objects are stored is the visual working memory. But
our this memory is limited in its capacity [20, 38, 23, 7]. We
can only process about 3 to 5 objects in our visual working
memory at a certain point in time. However, in our nor-
mal environments the scenes we view are usually composed
of a multitude of different objects with different properties.
Somehow we have to choose which objects and properties
are of importance.
”Attention is the cognitive process to selectively interpret

information subsets while ignoring others” [35, 36]. This
means that attention is the focus on one single task at a
point in time.
Visual information is not perceived continuously, but in

distinct ’snapshots’ [20, 38]. For each snapshot the objects
are scanned sequentially after initial identification. Some ob-
jects need more attention than others (Low-Level vs. High-
level-attention).
How attention plays a role in multi-display environments

is shown in the sections 4.1.5, 4.2.5 and 4.3.5.

3.1 Selective attention
Multiple stimuli have to processed to select which parts of

a scene are of importance [23, 7, 31]. Those stimuli can be
biased by sensory driven (bottom up) or knowledge-driven
mechanisms (top-down). Important aspects of the processed
scene are seemingly enhanced while unimportant ones are fil-
tered out. This is called selective attention.

3.2 Divided attention
Divided attention [6] is the division of a person’s atten-

tion between multiple tasks or objects, when trying to do
multiple tasks that require attention simultaneously. To
perform those tasks in parallel, attention switches between
those tasks have to be performed. When, for example, ob-
serving a number of displays distributed in the visual field or
depth (see figure 3), one has to split their attention between
those displays, when not able to focus on them simultane-
ously (see sections 2.4 and 2.5). This leads to gaze and
attention switches between the objects. Since the capacity
to process information is limited, the performance declines
when we try to do more than one task at a time.

Figure 3: Display contiguity factors:[29, 27]

3.3 Sustained attention
Sustained Attention, or vigilance is ”a fundamental com-

ponent of attention characterized by the subjects readiness
to detect rarely and unpredictably occurring signals over
prolonged periods of time” [31]. Basically a person is in a
state in which he is waiting to react to a certain signal. Sus-
tained attention influences the efficiency of other parts of
attention like selective and divided attention.

There are several variables that influence the effectiveness
of sustained attention. These are the successive presenta-
tion of signal and non-signal features, the high frequency of
occurring signals, the uncertainty about the location of the
occurring event, the demands on working memory and the
use of signals with conditioned or symbolic significance.

3.4 Change blindness
When looking at a scene in which a change occurs slowly

over a certain period of time, humans have difficulties per-
ceiving this change. This phenomena is called change blind-
ness [20, 38]. The reason for change blindness is the limited
capacity of our visual working memory. Past scenes which
are not interesting are immediately forgotten so we don’t
notice a change over time.

3.5 Inattention blindness
Humans cannot keep more than 3-5 individual objects of

an observed scene in the visual working memory[20, 38].
Only the most important objects are actually perceived, the
rest of a scene is completed by information in the long term
memory. When focusing attention on specific parts of a
scene, one does not perceive information or changes about



other parts. This is called inattention blindness.

4. VISUAL ISSUES IN MULTI-DISPLAY EN-
VIRONMENTS

A multi-display environment is a computer systems that
present output to more than one physical display [27].
It can be differentiated between single-device and multi-

device environments. Single-device environments usually
consists of multiple output screens that are connected to
only one computing device, while multi-device environments
consist of a composition of multiple computing devices where
each one has its own display.
One can also make a distinction between stationary and

mobile multi-display environments. Stationary user inter-
faces usually consist of a number of large display screens
that are fixated in one place. Mobile user interfaces consist
of a number of portable or worn devices that are intercon-
nected with each other. When those devices are located in
a certain perimeter around the user, they are called body-
proximate [14, 26]. Additionally, there is the possibility of
combining mobile and stationary displays in a hybrid multi-
display environment.
The usage of multiple displays for presenting information

is getting more and more common. Multi display environ-
ments can have several advantages. When combining mul-
tiple devices or displays one has the possibility to make use
of the distinct advantages of different devices. By using
a smartphone as an input device for a large display [27,
2, 32, 9], the large display can compensate for the limited
display size of the phone, while the mobility of the phone
can compensate for the immobility of the stationary display.
Multi-Display Environments in e.g. conference rooms can
also contribute to ”collaborative problem solving and team-
work by providing multiple display surfaces for presenting
information” [21].

4.1 Stationary multi-display environments
Stationary multi-display environments consist of environ-

ments with usually one or multiple large display screens con-
nected to other computing devices. Since they provide fur-
ther usable space, they give the possibility to display a larger
amount of data across those screens. Usually they can be
found in meeting rooms, conference rooms, and mission con-
trol centers [21]. Figure 4 shows an example of a conference
room.
When displaying data across multiple large displays, many

different perceptional issues can arise. The following para-
graphs evaluate the relevance of the perceptional properties
introduced in section 2 and 3 on stationary multi-display
environments.

4.1.1 Color

The use of color (see 2.1) can be of great importance when
displaying data. Rather than the choice of color, in multi-
display environments, it might be more important to con-
sider that each display might use a different color model [33].
A color that seems light green on one device might look cyan
on another. One has to make sure that a color displayed
across devices is always perceived as the same. Otherwise,
it might lead to confusion, performance drops and errors.

Figure 4: Sketch of a conference room with multiple
displays

4.1.2 Brightness and contrast

It is important that displays are sufficiently bright (see
2.2) , so the content is clearly visible to the user. One also
has to take ambient lighting in consideration, the higher the
ambient light is, the brighter must be the displays. In the
context of stationary multi display environments, it has to
be ensured, that every display has a sufficient brightness.
One has to take into consideration, that some displays have
a higher luminance than others [33]. They have to be regu-
lated in a way, that the perceived brightness from each de-
vice is similar, so the eye won’t have to adjust (see section
2.2) when switching from one display to another.

Ambient Lighting conditions in the environment also have
to be considered. When one display is closer to a source
of light (e.g. a lamp) than another, the luminance of the
display has to be corrected accordingly.

For the data to be clearly visible one also has to make sure
that the contrast (see 2.3) is sufficient. Contrast depends on
brightness and ambient lighting.

4.1.3 Focus and depth perception

Large displays in e.g. conference rooms usually cover the
walls, so for stationary environments depth (see 2.6) and
focus (see 2.4) do not have as much impact.

4.1.4 Field of vision

In a system consisting of multiple displays one has to de-
cide how the displays are arranged and what information is
shown where. In this context the field of vision (see 2.5)
has to be taken into consideration. Stationary multi display
environments usually include one or multiple large displays.
As already explained, the foveal vision only make out about
2◦ of the visual system. This is usually not enough to cover
the entire span of the displays, so one can make use of pe-
ripheral vision [18]. The arrangement of displays and infor-
mation in space has to be done accordingly. Critical infor-
mation should be displayed in the center, while secondary
information is available in the peripheral vision. Viewing
distance, size and display resolution also have to be taken
into consideration.

4.1.5 Attention

As mentioned in section 3, the capacity of humans to focus



their attention on tasks or objects is limited. In the context
of multi-display environments, visual attention encloses for
example, that the user is only able to focus his attention
efficiently on display at a time.
Selective attention: When using multiple displays the

effects of display properties on selective attention have to be
taken into consideration. If one display stands out from the
others (for example because it is bigger) it will be identified
as the main display [35, 36]. In that case more attention
will be used to focus on this particular screen, so it should
be used to display the core information.
Divided attention: When there are multiple displays

showing information distributed in space, the attention will
be divided between them. This leads to attention switches
and gaze shifts between the displays. In an environment
with multiple displays one has to be aware, that the posi-
tioning in space is a matter that influences attention.
As mentioned in 4.1.3, in stationary multi display envi-

ronments the displays are usually mounted in a depth con-
tiguous (see figure 3) [29, 27] manner. In stationary environ-
ments the impact of visual field discontiguity (e.g. through
bezels or physical separation of displays) on performance
might be more significant.
In stationary multi-display environments the angular cov-

erage [29, 27] is usually field-wide, covering the whole visual
field, or even panorama, when the user is surrounded by dis-
plays. This leads to visual attention switches when a task
(e.g. reading) only covers a certain angle (see2.5) but the
information is spread over the whole visual field or even fur-
ther (requiring centering the gaze or even head turns).
Sustained attention: The use of multiple displays might

put a strain on sustained attention. The more displays are
used, the higher the demands on the visual working memory
and the more possible locations for events to occur.

4.2 Mobile multi-display environments
Mobile multi-display environments consist of multiple mo-

bile devices that interact with each other. Environments
solely consisting of mobile devices can also be called body
proximate display environments [26] since the user usually
wears them or holds them close to his body. Examples
for such devices are smartphones, tablets, smart watches
or head-mounted displays (Figure 5). Compared to a sta-
tionary environment, there are more factors that have to be
considered [4, 13], due to their mobility, the variable size
of mobile displays, their diverse methods of control and the
challenge of adding or removing them flexibly from multi-
display environments.
The following paragraphs evaluate the relevance of the

perceptional properties introduced in section 2 and 3 for
mobile multi-display environments.

4.2.1 Color

Same as for stationary devices, see section 4.1.1.

4.2.2 Brightness and contrast

For brightness (see 2.2) and contrast (see 2.3) mainly the
same aspects have to be considered as for stationary envi-
ronments, see section 4.1.2. For mobile devices the adapting
to ambient lighting might be of bigger importance than for
stationary devices. Since the devices are mobile, they can
be used indoors as well as outdoors and such, it has to be
made sure that they can adapt to changes in the surrounding

Figure 5: Combination of google glasses and a smart
watch: [13]

brightness efficiently and in the same way.

4.2.3 Focus and depth perception

Our eyes cannot focus on near and far objects at the same
time (see 2.4). Since mobile devices can take flexible posi-
tions in space, focus is an issue. Additionally, ”optical see-
through displays (e.g. Google Glass) often employ optical
techniques to generate images at distances which are easier
for the eye to accommodate” [26]. That means that when
looking at data through a Google Glass and trying to simul-
taneously see the display on another device, this can cause
problems with focus when the image of Google glass is gen-
erated at another distance than the other display is.

Another factor that should be considered are the diverging
display sizes and resolutions of different mobile devices. The
depth perception(see 2.6) of augmented reality changes with
the display size of handheld displays [8, 4]. Depth compres-
sion is lesser when using a smaller display. This can cause
visual separation effects and lead to divided attention issues
(see 4.2.5). Therefore, it should also be taken into consider-
ation when combining mobile displays with different screen
sizes.

4.2.4 Field of vision

In mobile devices with smaller display, the foveal vision
(see 2.5) and UFOV can be used more effectively, since the
displays of mobile devices are usually smaller. Since the
devices are mobile they can also be moved to take different
positions in the field of vision, according to what task the
user is occupied with.

4.2.5 Attention

For mobile multi-display environments, attention (see 3)
is also of importance, maybe even more than for stationary
devices, since they are more flexible.

Selective attention: Just as for stationary displays the
distribution of information is important.

Between different mobile devices often exist differences re-
garding the way and the purpose for what they are used (e.g.
google glasses provide more display space, but have a less
comfortable input system while a smartphone can be han-
dled more intuitively but has a smaller display screen). A
mobile multi-display environment gives the opportunity to



partition tasks between different displays [4]. So for exam-
ple a Google glass can be used to show the data, a smart
watch for navigating and a smartphone for displaying more
detailed information. When doing this the attention can be
focused on the display that corresponds to the current task
and shows the currently interesting information.
Divided attention: As for stationary displays, the at-

tention of the user is divided between multiple displays.
In a mobile environment displays can be moved at will, so

they can be placed both depth and visual field discontigous
(see figure 3) which can lead to visual attention switches.
Since they are mobile devices, they can be moved to posi-
tions, in which the distances of gaze switches are minimal.
But this will not work in all cases, since, as mentioned in
4.2.3 optical see through devices display their information
at a generated distance which is different to the actual dis-
tance.
Angular coverage in mobile multi-display environments is

mostly fovea-wide due to the relatively small displays of mo-
bile devices. In case of head-mounted displays this is ex-
tended to field-wide coverage. Due to this and the possibility
to move the displays to the viewed positions, the impact of
gaze switches might be smaller than for stationary devices.
Since the devices are mobile, the attention is not only

limited to the devices. A part of the attention also has to be
directed towards the environment, for example street traffic.
Sustained attention: As for stationary environments

(section 4.1.5), more displays mean a bigger strain on sus-
tained attention. Since the number of displays in a mobile
environment can be flexible and a part of the attention also
has to be divided to the environment, one has to adapt to
a constantly changing environment which might make the
strain on sustained attention even bigger.

4.3 Hybrid multi-display environments
Hybrid multi-display environments consist of one or mul-

tiple stationary large displays that are interacting with one
or multiple mobile devices. There is a possibility to use
smartphones as an input device for stationary large displays
[32, 2]. It has the advantage of combining the displaying of
large data on a large screen with the mobility and intuitivity
of remote input. There are approaches in which one can use
private mobile devices to interact with public large displays.
Dix [9] evaluated the possibilities of an interaction between
public large displays like in airports or bus shelters, with a
personal mobile device.
The following paragraphs evaluate the relevance of the

perceptional properties introduced in section 2 and 3 for
mobile multi-display environments.

4.3.1 Color

Same as for stationary devices, see section 4.1.1.

4.3.2 Brightness and contrast

Same aspects as for stationary and mobile devices, see
sections 4.1.2 and 4.2.2.

4.3.3 Focus and depth perception

As explained in section (see 2.4), it is not possible to focus
on near and far objects at the same time. This has to be
taken into consideration when a local display is combined
with global displays (depth-discontinuous [29, 27] ), since
there can be a larger physical distance between the displays

of a large screen and the mobile device, than in the pure
stationary or mobile environments. When using a global
display as output as well as show (a partition of) the data
on a local display, one can’t focus on both of them simulta-
neously. This leads to attention switches which might cost
time and performance.

4.3.4 Field of vision

In a hybrid environment, both the foveal vison for small-
sized mobile devices (see section 4.2.4) and the peripheral
vision for the large display screens (see section 4.1.4) can be
used.

When using mobile devices to display a part of the per-
ceived scene (or stationary large display) it can come to the
dual-view problem [5]. This means that the devices field
of view (see 2.5) is different for the observers, because of a
camera screen offset.

4.3.5 Attention

Similar as for stationary (see section 4.1.5) and mobile
(see section 4.2.5) multi-display environments, attention (see
section 3) is a factor that also has to be considered in the
hybrid environment.

Selective attention: In the hybrid multi-display envi-
ronment, the stationary large screens usually function as the
main output while the mobile device usually is used as an
input device [32, 2]. As for stationary environments, one has
to take the property of selective attention into consideration
when deciding on the layout of the large screens. But one
must also decide what kind of information the mobile device
should show [12, 29, 27], that is if it should show additional
information or a copy or subset of the data on the station-
ary device. If there is more than one large display one must
decide what information from which display is shown on the
mobile device and if it should be preserved when switching
from a large display to another or leaving the environment
completely.

Divided attention: Similar as in a pure mobile environ-
ment (see section 4.2.5), hybrid multi-display environments
the displays can be placed both depth and visual field dis-
contigous (see figure 3). But in a hybrid environment the
distance from the stationary screen to a mobile device can
become quite large, so visual attention switches between the
screens might take more time. One also has to consider that
due to the distance the relative size of mobile and stationary
display one has to adapt to the differences in resolution.

In hybrid environments angular coverage can range from
fovea-wide, when focusing on the mobile device (see section
4.2.5) to field- or even panorama-wide for the stationary
devices (see section 4.1.5).

Also varying size of workspace could have effects on the
performance [16] as well as the social setting in which the
interaction takes place [15, 17].

Sustained attention: Most factors are the same as for
mobile multi-display environments (see section 4.2.5). But
when dealing with hybrid environments, physical fatigue can
play a role as well [12]. Large display screens, are usually
mounted at eyesight or higher. When using a mobile device
to interact with them (e.g. trough pointing), one might
need to hold up one’s arms and remain in this position for
a extended period of time. The arms tire and in result one
might not be able to continue with his task.



5. EXPERIMENTAL STUDIES ON PERCEP-
TIONAL ISSUES

There are several experiments on human interaction with
multi-display environments considering properties of the hu-
man perception. In this section the setup and results of the
seemingly most relevant ones will be briefly summarized.
Most of the experiments are mainly regarding the effects

of visual field and depth discontiguity (see figure 3) and the
resulting switches in visual attention on task performance.
One is Rashid’s experiment in 5.1, where he evaluated the
tradeoff between an input technique requiring pointing and
one requiring attention switches from a large output to a
mobile input display. Rashid’s second experiment in sec-
tion 5.2 compared a hybrid UI configuration to a mobile
and stationary one, particularly pointing out the effects of
visual attention switches in the hybrid configuration on task
performance. Vatavu (section 5.3) evaluated the effects of
layout and display number on the participants visual atten-
tion. In section 5.4 experiment on how visual field separation
through bezel presence and width affect a visual search task
is summarized.

5.1 Proximal and distal selection of widgets
for mobile interaction with large displays

This Experiment was conducted by Rashid [27, 28] to eval-
uate the tradeoff between the effects of attention switching
and the imprecision of pointing when using a smartphone
as a remote control for large displays. For this reason he
compared two different techniques: The ” Distal Selection
(DS)” is a no-attention-switch technique, where the selection
is done via pointing. The second technique is an attention-
switch technique called ”Proximal Selection (PS)”, where
the selection is shown on the mobile device and selected by
touch.
The Apparatus consisted of a Nokia smartphone attached

to the circuit board of a Nintendo WiiTM remote control
and a large display screen with a resolution of 1920x1080px.
The participants were seated at an approximate distance
of 2.5 meters from the screen. 20 people (17 males and 3
females) in an age group of 3045 participated in this exper-
iment. All had normal or corrected-to-normal vision. Their
task was to select clustered circular widgets in a two-step
approach: first they had to zoom in the region by pointing
and secondly, they had to select each widget by the DS- or
the PS-technique.
This experiment had the independent variables interac-

tion technique (DS and PS), widget quantity (2, 4, 6 and 8
widgets) and widget size (small and large), so the task con-
sisted of 2 techniques x 2 widget sizes x 4 widget quantity
levels x 5 repetitions = 80 trials per participant.
The experiment showed, that PS was significantly faster

than DS and also outperforms DS when the widget quan-
tity increases. The completion time increased linearly with
widget quantity and there was an interaction effect between
widget size and the widget quantity. The error rate was cal-
culated as missed clicks per widget. Over 2/3rds of the tests
were completed without errors. It was found, that the DS
technique was more accurate than the PS technique (assum-
ably due to the ”fat finger problem”), this effect depended
on the widget-size (only significant for small-sized widgets).
The time spent for attention switches was calculated to be
0.64x0.36 seconds. In the subjective evaluation, the users

preferred the use of PS, rather than DS, and regarded a big
widget-size more positively. Overall 75% of participants se-
lected PS over DS as their favorite technique, since the tasks
were easier to accomplish. On the other hand, they disliked
the switching of visual attention between the mobile device
and the large display.

5.2 Visual search with mobile, large display
and hybrid distributed UIs

Another Experiment by Rashid [27, 28] was to compare
mobile, large display and hybrid distributed UIs by test-
ing their usability and performance in three different visual
search tasks, particularly considering the impacts of gaze
shifts in the hybrid configuration.

The Apparatus consisted of a smartphone with a 480x800px
screen connected to a large display screen with a resolu-
tion of 1920x1080px. The participants were seated at a dis-
tance of approximately 120cm from the large display. 26
people (19 males and 7 females), with an age ranging from
19 to 33, participated in this experiment. All had normal or
corrected-to-normal vision.

There were three UI configurations used in this experi-
ment. In the mobile configuration only the mobile device
was used for input and output. In the large display config-
uration the mobile device was used only as an input device
and the output was shown only on the large display. In the
third, the hybrid configuration, the mobile device was used
for input and output like in the mobile configuration, but
the output was also shown on the large display, while the
mobile device only showed a partial view.

In this experiment the independent variables were UI Con-
figuration (Mobile, Large Display, Hybrid) and data size
(small or large). The task consisted of 8 trials(4 small data,
4 large data) x 3 UI configuration x 3 blocks = 72 trials per
participant.

The UI configurations were compared for three different
visual search tasks. In a map search task, participants had
to find a location on a map based on given criteria and
tap on the corresponding marker. It was found, that for
task performance on small data mobile and large display
perform equivalent and better than hybrid. For large data
the large display performed better than hybrid and mobile.
The hybrid configuration is performing worst, because of the
required gaze shifts (cost ca. 1.8 seconds).

The second task was a text search task. The participants
had to find specific text fragments of in informational texts
and tap on these. In task the mobile and large displays per-
formed similarly and the hybrid configuration was the worst,
but no relationship between gaze-shifts and completion time
was found.

In the third task, a photo search, the participants had
to find a specific photograph among other photographs of
faces. In this task the mobile and large displays performed
equally in both large and small data conditions. The hybrid
option performed worst in both conditions.

5.3 Visual attention for multi screen TVs
Radu-Daniel Vatavu evaluated the effects of layout and

number of multiple TV screens on users visual attention [35,
36].

In this experiment the TV screens were part of a large
image projected on a wall with a standard projector. The
participants were seated at 2.3 meters from the projection.



10 people (9 males and 1 female), with a mean age of 27,9
years, participated in this experiment. All had normal or
corrected-to-normal vision. The participants were asked to
watch one-minute long movies separately and after that to
take tests to collect workload subjective ratings and fill ques-
tionnaires to evaluate their understanding of the content
they were watching.
In this experiment the independent variables were the TV-

Count (2,3 and 4 screens) and the Layout seen in figure
6. For Layout there are three possibilities Tiled(equal sized
screens, compact layout), Primary (one larger screen is the
main screen) and Arbitrary (screens in arbitrary sizes with
a random layout). There were 3 TV-count x 3 Layout= 9
trials per participant.

Figure 6: TV layouts of multiple TV screens exper-
iments [35, 36]

Regarding the distribution of visual attention this experi-
ment showed that the discovery time varied between 0.1 and
15.5 seconds. A significant effect of TV-count on discovery
time was found, but no effect of layout. In case of discov-
ery sequence, for n screens there are n! possible sequences.
The experiment showed that the layout has a mayor impact
on the discovery sequence. For primary the users are first
attracted by the middle screen, and the sequence follows a
counter-clockwise pattern in the absence of a primary screen.
As for screen watching time, there were differences for tiled
and primary layouts for three and four screens. Only the
arbitrary layout had an effect for two screens. There were
significant effects for both TV-count and Layout on the gaze
transition count, with no significant distance between tiled
and primary for layout. It was found that more screens de-
termine more transitions during the first minute of watching.
The arbitrary layout led to significantly less transitions. For
the distance that an eye gaze travelled was no significant ef-
fect of screen number, but of layout found. Also, there was
a significant effect of TV-count on switch time.
For cognitive load and the perceived comfortability, par-

ticipants perceived no effect of layout on the cognitive load,
but it increased with the number of screens. The Partici-
pants were most comfortable with 2 screens.
Concerning the capacity to understand content and per-

ceived screen watching time, there was no effect of either lay-
out or screen number on the content understandability. The
participants were able to estimate how much they watched
each screen surprisingly accurately.

5.4 Effect of bezel presence and width on vi-
sual search

In [37] Wallace, Vogel and Lank evaluated the effect that
bezel presence and width have on a visual search task.

The utilized display measured 2m x 1,5 m and was pro-
jected at a resolution of 1024x768. The participants were
seated 3 meters from the display. 20 people (16 males and 4
females), with an age between 21 and 40 years, participated
in this experiment. Each participant was asked to search
for a target in a field of randomly positioned detractors and
then decide if the target was present or not.

This experiment had the independent variables Bezel Width
(0, 0.5, 1, 2, 4 cm), Target Presence (present, absent) and
Bezel Split (if a target crossed a bezel or not). The experi-
ment consisted of 5 Bezel Widths x 2 Target Present/Absent
x 2 Split Present/Absent x 6 Repetitions= 120 trials per
participant.

It was found, that there was a significant effect of the ab-
sence or presence of targets on the error rate. Bezel width
had no effects, but when data crossed a bezel line, the error
rates were consistently lower. For visual search time, there
were differences in time based on whether targets were ab-
sent. Again, no effect of bezel width was found. Whether
data crossed a bezel also had no effect on visual search time.

5.5 Further experiments
Jonathan Grudin in [18] made an experiment that showed

how users would arrange information when they had a large
amount of available space.

Forlines, Shen, Widgor and Balakrishnan conducted an
experiment in [10] on how the size of a group and the number
and distribution of displays affect visual search tasks.

Wallace, Vogel and Lank evaluated in [37] how bezel pres-
ence and bezel width can influence magnitude judgment.

Bi, Bae and Balakrishnan conducted a series of experi-
ments in [3] to evaluate how bezels affect tasks like visual
search, tunnel steering and target selection.

Tan and Czerwinski investigated in [34] how visual sepa-
ration and physical discontinuities affect the distribution of
information across multiple displays.

Huckauf, Urbina, Böckelmann, Schega, Mecke, Grubert,
Doil and Tümler [22] conducted a series of experiments on
how perceptual issues in optical-see-through designs can have
an effect on visual search, dual task and vergence eye move-
ments.

Cauchard [4] examined the effects of visual separation on
mobile multi-display environments.

Stone in [33] evaluated how differences in color and bright-
ness can be hindrances when trying to make tiled displays
interact seamlessly.

6. WHAT COULD BE DONE NEXT?
Most of the experiments in section 5, especially those con-

cerning stationary and hybrid multi-display environments,
concentrated on the effects of visual separation of displays
in depth and visual field on attention switches. It can be
noticed that the visual properties like focus and the field of
vision have an impact on attention.

On the other hand, visual properties like color of bright-
ness could be further evaluated the context of multiple dis-
plays. For example, how differences in color or brightness of
multiple displays might affect performance or lead to errors



may be a topic that could be explored.
The field of mobile and hybrid multi-display user inter-

faces is still very young. There are still many possible issues
that can be worked with.
One could research on how the ambient lighting can in-

fluence mobile multi-display user interfaces. Since those de-
vices are mobile they have to adapt to brightness changes
in the same way, for example, when exiting from a dark
building into a bright outdoors and vice versa.
It might also be interesting to research the effects of di-

vided attention. When using multiple mobile devices that
require attention, how much declines the attention we pay
to our surroundings in comparison to when using only one
mobile device. This might be important to evaluate the use-
fulness in a natural environment.
Another issue that might be worth addressing is how,

in environments containing mobile devices, the variety and
flexibility in display size, display number, distances and po-
sition can affect attention and performance.
More comparisons between stationary, mobile and hybrid

multi-display environments might be interesting as well. For
example, which one has a bigger strain on sustained atten-
tion, or which one leads to more attention switches etc.

7. CONCLUSION
In this work an overview about the human visual system

and visual attention was presented. The relevance of these
properties in the context of stationary and mobile multi-
display environments were evaluated. Afterwards a short
summary of experiments conducted by different researchers
which had a relevance to perceptional issues was given, fol-
lowed by an overview of open points and interesting topics
that could be further examined.
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ABSTRACT
Devices such as smartphones are becoming more and more
ubiquitous in our life. Not only are they growing in number
but also in type. One can now commonly have a smart-
phone, a laptop, a family PC, maybe even a tablet. In ad-
dition to these private devices we also encounter more and
more public displays. In order to be able to interact with
such public displays and therefore to improve their useful-
ness several methods for cross-display pointing have already
been proposed to allow the control of a cursor on a device
from another one. Moreover users, in situation of collabo-
rated work or when sharing files (music, pictures...) with
friends, need transparent way to achieve content transfer.
However in both those domains there are still research to do
in order to desing system that are efficient and adopted by
end users. Here we first introduce different techniques that
exist in both Cross Display Pointing and Content Transfer
field and then review some applications that can leverage
them. Finally we present the challenges and the new oppor-
tunities that arise with the development of these techniques.

Keywords
Multi-device interaction, Cross Display Pointing, Content
Transfer, Public Displays

1. INTRODUCTION
As public displays become more affordable they are more

and more present in public spaces. Researcher are investi-
gating effective way to interact with them and studies re-
veal different methods for Cross Display Pointing. Some
techniques enable users to remotely interact with distant
screens. It is achieved either by making use of laser-pointer-
equipped mobile phones or by leveraging sensing capabilities
of smartphones to control a distant cursor. Some studies are
also investigating how gaze can be tracked to determine wich
area of the distant screen the user is interested in. Another
technique using Near Field Communication enable users to
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point at a specific item of a screen by directly touching it.
These techniques can be applied in different applications
such as collaborative work, interaction with public displays,
multi-users gaming or file sharing.

Once an item of interest for the user has been recognized
on a distant display it is natural to be able to share informa-
tions between the distant and the nearby device. Thus, in
addition to cross-display pointing, efficient content transfer
between devices is needed. Here the methods used focus on
either using the embedded phone camera to recognize area
of interest for the user or using optical projection. These
techniques can be applied for exchange of content between
public and personal devices but also for exchange of content
between mutliple private phones.

2. CROSS-DISPLAY POINTING
Cross-Display Pointing mean the ability of poiting an aera

of interest on a distant displays by using another device.
Distant displays can refer to public displays such as the ones
we can find in shopping galleries or to large screens in a
meeting room. Since people now have almost all personal
phones it is an obvious choice when wondering what device
should be used for pointing.

2.1 Techniques
Below is a review of techniques that has been investigated

and whose purpose is to enable pointing on distant displays
via private phones. First techniques allow to control a cursor
remotly whereas the last one require the user to touch the
screen in order to point to an item of interest.

2.1.1 Mouse-Like Phone
The first technique is inspired by traditional mouses with

personal PCs where the cursor on the PC follow the same
movements than those of the mouse. For Cross Display
Pointing the paradigm is extended by enabling cursors on
remote displays to be controlled by the movements of the
personal users phones. It leverages phones sensing capabil-
ities (accelerometers) to continuously controlling the users
pointer on public displays. Following this paradigm differ-
ent methods have been investigated. For instance Sebastian
Boring et al. [9] presented three different methods called
Scrolling, Tilting and Moving. The simplest, Scrolling, only
map key press on the user phone with cursor movement on
the distant screen but Tilting solution enable the cursor to
be controlled by the way users tilt their phones. If the phone
is tilted to the left cursor will go the left, if the cursor is tilted
up the cursor will go up and so on. The more the phone is



tilted in a certain direction the faster the pointer. The last
technique, called Move, map the phone’s movement linearly
to the pointer’s movement. The idea of using the personal
phone as a mouse have also been investigated in [4] where
the Sweep technique use optical flow image processing to de-
termine the relative motion of the phone and to enable the
control of a distant cursor.

2.1.2 Live Video
When interacting with public displays which are likely to

be used by a great number of user at the same time Mouse-
like techniques may not be the best choice since it would
involve a substantial amount of pointers displayed on the
public screen which could be confusing for the users. More-
over one might want to interact privately with the screen
and not show its actions to other peoples around. Tech-
niques using live video allow this scheme by enabling users
to interact with the displays via live video on their personal
devices. It has been investigated for different tasks in several
works [23] [26].
Specifically Sebastian Boring et al. [8] presented a systen

where users aim their devices at the facade and observe it in
live video. They can interact with it through the display that
is a touch input on the personal device is interpreted as if
the user was touching the facade. Since no visible pointer is
visible on the media facade it allow multiple users to interact
simultaneously and transparently on it.
Simiraly Touch Projector [7] is a system that enable users

to manipulate and transfer content between large displays
through live video. Users aim their personal device to a
display and is able to see the content of the display on its
device thanks to live video. Then users select an item of
interest by touching their device. In order to better select
the item the user has the possibility to freeze the video.
After that users move their devices off-screen, keeping their
finger on the interested object, reach the destination display
and transfer it by releasing the finger.

2.1.3 Laser Pointing
A last technique for remotly pointing to a distant screen is

to use phones provided with a laser. The user can then easily
and intituively point to the region of interest in the distant
screen. A camera aimed at the remote display record what
is happening on the screen and via basic image processig can
detect the presence of a laser pointer and therefore the area
of interest for the user. This approach has been investigated
for some time now [44] [15] and has been specifically studied
in the context of collaborative gaming [45] or file sharing
[38].

2.1.4 Touch and Interact
An other way to interact with large displays is by directly

touching the screen for instance to select an object of inter-
est. This way of doing has the benefit to be rather direct
and instinctive for the end users. However for public displays
it might not be always possible to use it due to protecting
reasons (against vandalism for example).
Direct pointing can be achieved via Near Field Communi-

cation (NFC). It is a radio-based technology for short-range
data exchange between reading devices. It require a server
that manage the logic of the application and is linked to a
projector in order to project the user interface. The phys-
ical UI is composed of a grid of NFC tag. By touching a

tag with a NFC-enabled personal device we can return the
position of the tag to the server which update the interface
accordingly.

This technique has been used by Broll, G. et al. all [10]
to implement the Whack-a-Mole game for multiple users.
Touch and Interact [24] enable a user to select an item on
a display and push it to its phone or inversely to select the
item on its phone and drop it to the display. Hardy R. et
al. [25] have developed a tourist guide prototype leveraging
NFC and focus in their study on the feasability, performance
and usability of their prototype.

2.1.5 Eye Gaze
Yet an other way to point at a remote screen consist to

keep track of the position of the gaze on a screen which
enable to point specific object in it. Combined with touch
input it allow to transfer content from a public display to
a private phone. It is used by Jayson Turner et al. [41]
[42] to acquire content from the display and transfer it to
its personal device. Ken Pfeuffer et al. [32] investigated a
novel method for gaze calibration as existing ones can be
difficult and tedious. One major drawback of eye pointing is
the necessary deployement of an eye tracking system which
prevent it to be, at least in a near futur, used in a large
scale.

2.2 Applications

2.2.1 Collaborative Work
A very common situation is a modern meeting room with

a large screen and several users attending to the meeting.
In this situation a person often has to refer to the content
of the remote screen and efficient pointing techniques that
would help him to point at informations of interest can help
everyone to quickly understand the subject of its thinking.
In order to illustrate how cross display poiting can be used
Julian Seifert et al. [38] designed and implemented a collab-
orative presentation system that supports users in a meeting
scenario.

2.2.2 Interaction with Public Displays
Cross Display Pointing have been heavily investigated to

enable users interaction with public displays. Different use
cases have been studied. A common situation is when a
public screen is displaying information relevant to us and
we would like to select such item either to view it privately
on our phone or even transfering it definetily on it [3] [24]
[41] [42]. In order to be able to achieve this task the remote
display has to be aware of the item of interest and thus the
need for efficient poiting system. In the study realised by
Matthias Baldauf et al. [3] live video is used to allow user
to see privately content exposed on public displays. Specifi-
cally the public display offer several choices of video and each
user aiming at the display with its phone is able to chose the
one he is interested in and viewing it privately. Other use
cases include print media like posters [17], e.g., for gaming
[20, 22] or touristic map applications [21]. Web-based track-
ing systems have been explored as well for print media [31].
However, there is a need for stable tracking technologies as
otherwise the user experience might suffer [29].

2.2.3 Multi-User Gaming
Yet another applications is to enable muliple players to



play a common game on a large screen. For example Florian
Vogt et al. [45] use laser pointers to allow several partici-
pants to play to a game. Each participant has to complete a
maze and the winner is the one that find the shortest path.

2.2.4 File Sharing
Laser poiting have been used by Julian Seifert et al. [38]

to facilitate file sharing between a distant screen and per-
sonal phones. When transfering a file from the phone to
the screen the pointing is needed to identify into which dis-
tant screen and which area in this screen the file has to be
transfered. When transfering from the screen to the mobile
phone poiting is needed to identify which item on the dis-
tant screen the user is interested in. File sharing between
distant and personal phone has also been investigated with
live video technique [26] [39].

2.3 Challenges and Opportunities
Early public displays was essentially showing static con-

tent and was mainly used for marketing purpose and to
control the consumer behaviour. Thanks to great advances
in technology public displays are now available at afford-
able prices [2] and are becoming more and more interactive.
Therefore they are more and more ubiquitous in public place
and we can now run into them at cultural site like museums
or art galleries, in a shop center, at some university or in
a meeting room. They are being used to display cultural
content, for social interaction between remote communities,
or for entertaining purpose [40]. Some innovative propos-
als that envision new interaction possibilities have also been
investigated. Alexander et al. [1] introduce displays that ex-
tend beyond the traditional rigid, flat surfaces and that user
can deform. Schneegass et al. [37] explore the concept of
free-floating public displays and Buxton and all [11] studied
3D displays.
Regarding gaze pointing techniques for public displays its

adoption has been slowed by the time consuming and cum-
bersome calibration needed to perform eye tracking. [27].
But as more sophisticated calibration-free eye tracking meth-
ods arise [46] [43] these problems might be overcome and
gaze interaction could become more frequent.

3. CONTENT TRANSFER
Good pointing techniques are required to interact with

distant displays but in order to push the interaction further
it is not sufficient and we need to be able to transfer infor-
mations between the distant device and the personal phone.
Also content transfer has been investigated to exchange in-
formations either between multiple phones belonging to dif-
ferent users or between heterogeneous devices (smartwatch,
smartphones, laptop...) belonging to the same user.

3.1 Techniques
The techniques reviewed here discern between two main

methods. The first one make use of the built-in camera
phone to take into picture an area of a distant screen with
relevant informations for the user. The second technique
rely on optical projection where the content of the personal
device is projected using a projector.

3.1.1 Phone Camera
Using phone camera for transfering content broadly in-

volve three steps. First the user take a picture of the area

he is interested in. Next its picture is transfered to a server
which is able to identify to which region of the remote screen
it corresponds. Lastly informations in this regions are stored
on a web server that the user can access to retrieve the in-
formations.

Content transfer via the phone camera has notably been
investigated by Shoot and Copy [6] and Deep Shot [12]. The
first system, Shoot & Copy, allow users to take pictures of
the informations of interest and retrieve those informations
later on their personal PC. To achieve this the picture taken
by the user of the display is send to the displays host com-
puter which is able to identify to which region of its screen
it corresponds. The informations at the center of this region
(images, music, text files...) are transmitted to a web server
and the url to retrieve them is communicated to the user
phone. Users have now the posibility to downoald the con-
tent whenever they want on their PC. An alternative would
be to send directly to the user phone the files instead of the
url to retrieve them.

The second system, Deep Shot, use similar technique to al-
low tasks migration between devices. The system recognize
the application the user has taken into picture and enable
him to transfer not only documents but also the application
state.

3.1.2 Optical Projection
Optical projetion rely on the capacity of a phone to project

its content on a surface along with its ability to recognize
operations made on its projected display. Early systems
were using stationary projectors with tracked mobile device
to simulate mobile projection. With Hotaru system [28] the
phone is connected to a server and the image captured by
its camera is sent to the server. In response the server send
to the phone the operations made on the projected display.
Using this system file sharing between two phones has been
achieved. Each phone project its display on a surface and
recognize operations conducted on its own projected display.
So by dragging an item from a projected display to another
users can intituively exchange the item. Nowadays pico-
projectors can be embedded in handled as explored by Baur
et al. [5] but with their system a central server is still needed
to manage all the connections between the handhelds and
secondary displays. Conversely Negulescu et al. [30] studied
a decentralized architecture for scalable mobile sharing.

3.1.3 Communication protocol
The Hermes system developed by Keith Cheverst et al.

[14] support content transfer between public displays and
private phones by making use of bluetooth technology. Through
this work researchers implemented a system enabling users
to both send pictures to a public display and receive from
it. Advantages of Bluetooth is that it is a well establish
standard and most users can benefit from this technique.
However, as reported by the authors, a problem encountered
by this system is the reliability of the Bluetooth discovery
process which can lead to user frustration. Other emerging
wireless technologies that can compet with bluetooth are
UWB, ZigBee and NFC [36].

3.2 Applications

3.2.1 File Sharing
Situations where we are surrounded with several people



and we would like to share documents from our phone is very
common. it might be at the terrace of a cafe with friends
where we want to share pictures of the last evening or at
home with relatives to share pictures of the last holidays.
In this situations pictures typically are on our phones and
ideally we would like everyone to be able to see it at the
same time. Moreover if someone is interested by a picture we
would like to be able to transfer it to him intuitively without
having to search in our phone settings for the bluetooth
section, finding its device, pairing the two devices and so
on. Content Projection techniques described earlier would
be one way to enable the vizualization of the picture by
everyone and to allow intuitive transfer of the picture.
Sharing pictures between friends and relatives is not the

only moment where we would like to enable easy document
vizualtion and sharing between multi devices. In situation
of collaborated work it might be very convenient to be able
to easily share documents.

3.2.2 Tasks Migrations between Devices
With the increasing number of devices (tablets, smart-

phone, PC ...) researchers have noticed that one is often
brought to continue a task started on a other device. For
example one might be reading an article in a newspaper on
its desktop PC but is forced to stop because for some rea-
sons he has to go somewhere else. So he takes the bus and
once sitted he would like to continue its reading where he
left it. A commmon source of frustration then is the need to
repeat the steps made on the first device in order to recover
the same state on the second device. In the case of reading
newspaper it might be pretty straightforward bur for more
complex tasks it can be very troublesome. So a better way
to do would be to automatically migrate the task between
the two devices. In Deep Shot [12] it is achieved thanks to
mobile phone cameras which allow to take a picture of a
screen, then recognize the application on it and automati-
caly migrat the application state onto the mobile phone.

3.2.3 Content Projection
Content Projection can be used to overcome the limited

output capabilities of small devices such as smartphones.
It is also a way to easily share, let’s say pictures, between
friends. Indeed a common situation in our life is when we
show pictures to our friends or relative. If the number of
people exceed four or five people it might be difficult for ev-
eryone to see the picture at the same time. But this problem
can be easily resolved if we are able to project the content
of our phone on a bigger surface.
Yet an other application relying on optical project is art

projection. For instance MobiSpray [35] is a tool that allow
anyone to use its mobile phone as a virtual spray to paint
anything anywhere.

3.3 Challenges and Opportunities
The emergence of smartwatch, eyeglass or smartphones in

our every day life is changing the way we are performing our
activities. For example one might use a smartwatch to mon-
itor its vital signs when jogging and at the end of its run
visualize the results directly on its smartphone then store
the informations on its laptop for later comparison between
its different runs. An other example would be downloading
an album music from its desktop PC to listen to it inside
your home where you have good speakers but then you real-

ize you have to make some urgent shooping outside. So you
synchronize the downloaded music with your smartphone to
continue the listening outside. Once you are outside you use
your smartwatch to navigate into your playlist and change
the current song. Dearman et al. [16] have confirmed that
users tend to use many devices when performing a single
activity. They also report that the greatest complaint from
user about using multiple devices is the diffusion of infor-
mation across them.

As noted by Pierce et al. [33] a problem is that most ap-
plications created today still assume the applications will be
used on a single device. This fact is due in part to the
difficulty of creating new functionalities such as identify-
ing, connecting to, and communicating with other devices.
Therefore they introduce an infrastructure based on instant
messaging that simplifies adding these additional function-
alities to applications.

MultiFi [18] is a platform for implementing user interface
widgets across multiple displays with different fidelities for
input and output. It enable better interaction between dis-
play devices on and around the body such as smartwatches,
tablets or head-mounted displays. Also Duet [13] is a system
that explores a design space of interactions between a smart
phone and a smart watch. However, several technological
and social challenges exists for mobile multi-display devices
[19, 34].

4. CONCLUSION
In this review we have shown different techniques to point

to distant displays. Those techniques either enable to point
to a screen remotly or by touching it. In the range of re-
mote techniques mouse-like technique extend the paradigm
of standard mouse to personal phones. Movements by per-
sonal phones are tracked and used to controle a remote cur-
sor. Live video, used for instance by Touch projector, is
another technqiue that enable cross display pointing via live
video where touching its phone is sensed as if we were touch-
ing the remote screen. LumiPoint or PointerPhone, use
laser embedded on the mobile phone to point to the screen.
As for poiting by directly touching the screen systems that
rely on Near Field Communication have been investigated.
These techniques find many applications especially to inter-
act with public displays but also when doing collaborative
work where multiple users interacting with a single screen is
a common situation.

To complement Cross Display Pointing efficient Content
Transfer techniques is required. One trend is this domain
is to rely on camera embedded in the personal phones to
let user take into pictures the area in the distant screen
they are interested in. Then by recognizing which region
of the screen is concerned informations can be exchanged
as shown in Deep Shot. An other way of achieve intuitive
content transfer in to use optical projection and enabling
phones to detect operations performed on their projected
display as demonstrated in Hotaru. Techniques for efficient
content transfer cover a broad range of applications. It can
be used for intuitive file sharing between friends, co-workers
or relatives, to easily switch of devices while keep performing
the same task or to project content from its personal phones
for a better visualization.

5. REFERENCES



[1] J. Alexander, R. Brotman, D. Holman, A. Younkin,
R. Vertegaal, J. Kildal, A. A. Lucero, A. Roudaut,
and S. Subramanian. Organic experiences:(re) shaping
interactions with deformable displays. In CHI’13
Extended Abstracts on Human Factors in Computing
Systems, pages 3171–3174. ACM, 2013.

[2] C. Ardito, P. Buono, M. F. Costabile, and G. Desolda.
Interaction with large displays: A survey. ACM
Computing Surveys (CSUR), 47, 2015.

[3] M. Baldauf, K. Lasinger, and P. Fröhlich. Private
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