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ABSTRACT
Vision-based approaches for mobile indoor localization do
not rely on the infrastructure and are therefore scalable and
cheap. The particular requirements to a navigation user
interface for a vision-based system, however, have not been
investigated so far.

Such mobile interfaces should adapt to localization accu-
racy, which strongly relies on distinctive reference images,
and other factors, such as the phone’s pose. If necessary,
the system should motivate the user to point at distinctive
regions with the smartphone to improve localization quality.

We present a combined interface of Virtual Reality (VR)
and Augmented Reality (AR) elements with indicators that
help to communicate and ensure localization accuracy. In
an evaluation with 81 participants, we found that AR was
preferred in case of reliable localization, but with VR, navi-
gation instructions were perceived more accurate in case of
localization and orientation errors. The additional indica-
tors showed a potential for making users choose distinctive
reference images for reliable localization.

Categories and Subject Descriptors
H.5.m [Information Interfaces and Presentation]: Mis-
cellaneous

General Terms
Human Factors, Design.
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(a) Augmented reality (AR)
shows guidance as overlays
on real-time video

(b) Virtual reality (VR)
guides the user in a pre-
recorded panorama view

Figure 1: We propose an augmented reality or vir-
tual reality visualization depending on how the user
carries the phone (upright or down) and on the lo-
cation estimate’s accuracy in order to improve the
user experience and perceived quality of navigation
instructions.

1. INTRODUCTION
As pedestrian outdoor navigation has become ubiquitous

through GPS-enabled smartphones, the demand for reliable
localization indoors as well is significantly increasing. Indoor
localization and navigation is considered an enabler for a va-
riety of applications, such as guidance of passengers on air-
ports, conference attendees, visitors in shopping malls, hos-
pitals or office buildings, and for many novel context-aware
services, which can play a significant role for monetarization.

The traditionally used outdoor localization method GPS
is not available in indoor environments. A catalog of alter-
native localization techniques has been investigated, such as
Infrared- [6], sensor- [34] and radio-based technologies [17] or
visual markers [29]. All those technologies, however, need a
particular environmental infrastructure and augmentation.

Image matching using feature extraction (e.g. [9]) can,
in some contexts, be a promising alternative, especially for
large-scale environments. With this technique, query im-
ages, captured by the localization system, are matched with



reference images based on discriminative descriptors (so-
called features). The known location of the most similar
reference image is then used as location estimate. Scale-
and rotation-invariant features (e.g. [22]) facilitate match-
ing even if the reference image was recorded from a different
angle or position. Today’s high-quality cameras in smart-
phones make them ready for employing vision-based local-
ization. We see a potential in this technique especially as it
does not impose any infrastructural requirements.

While a huge body of research exists for the technical
background of feature-based localization [33, 4, 7, 31, 12],
the investigation of the human-computer interaction (HCI)
perspective thereof is just at its beginnings. Previous re-
search so far has mostly focused on algorithms that have
been evaluated with sample data sets. Real-world conditions
impose challenges that have not been considered so far. For
example, uniform indoor spaces such as long corridors or
motion blur in the query images can lead to insufficient or
nondiscriminative features. The resulting inaccuracy of the
location and orientation estimate is challenging for the user
interface.

In this paper, we examine the intersection of vision-based
localization with HCI. We argue that the user interface for a
mobile indoor navigation system that relies on image match-
ing needs to reflect and address the particularities of this
technique. While various indoor navigation interfaces have
been designed so far (we will provide an overview in the re-
lated work section), none have been deliberately conceived
for vision-based localization.

Our contributions are twofold: First, we present a thor-
ough concept for a user interface suited for vision-based in-
door navigation. Second, we provide results of an extensive
evaluation of our concept with 81 subjects, based on video
simulations and mock-ups. In particular, we address the
ability to deal with location and orientation inaccuracy and
report on subjects’ perception and feedback.

The paper is structured as follows. We start by giving
an overview on related work and summarize the advantages
and challenges of vision-based localization. After that, we
introduce and explain our user interface concept and com-
ponents. Subsequently, the evaluation is presented and the
results are discussed in light of a future implementation of
the system.

2. BACKGROUND AND RELATED WORK
Mobile indoor navigation systems have been in focus of

research recently (for a survey, see e.g. [13]). Kray et al. [18]
provide an overview of how route instructions can be pre-
sented on mobile devices. They distinguish different classes
of interfaces, such as textual and spoken instructions, 2D
sketches, 2D maps and pseudorealistic 3D views. Each of
them can be classified according to the adequacy for differ-
ent levels of localization accuracy. For example, a location
marker in a map requires position, but no orientation in-
formation, and a pre-rendered 3D animation of the route
can be used without location or orientation information. 3D
was preferred over 2D in a user study due to its inclusion
of landmarks that helped subjects locate themselves on the
route [18].

Technical capabilities, like the quality of the location es-
timate or the abilities of a device constrain information pre-
sentation (such as 3D graphics). Beyond that, also the cog-

nitive resources of the user play a role for the choice of the
interface [18]. A map view can e.g. be rotated with the user’s
orientation for less cognitive effort with self-localization [18,
6]. Two-dimensional maps can be adapted to the user’s
walking speed [5]. If the user walks faster, the map zooms
out to show more of the environment. The inaccuracy of the
location estimate is illustrated with a circle around the posi-
tion marker on the map [6, 5]. The system by Butz et al. [6]
switches between different visualizations based on quality of
the location and orientation estimate. While in case of high
accuracy a simple arrow is sufficient, a map view and land-
marks, such as elevators and staircases, are included with
decreasing accuracy. The authors argue that a high reso-
lution of location and orientation information is not always
required. With an orientation resolution of 45 degrees, the
system can give correct instructions on a T-junction. Like-
wise, the system does not have to know one’s exact location
in a long corridor; it can be sufficient to distinguish between
two decision points.

Augmented reality (AR), i.e. the integration of virtual ob-
jects in a real-world scene [2], has been used in manifold ways
for navigation user interfaces, e.g. based on visual markers
[15] or using image-based localization [23]. The strength
of AR is its intuitiveness, since no translation between the
virtual representation and the real world is required [30].
A survey of AR systems and applications is given e.g. by
Azuma et al. [3]. Narzt et al. [30] used AR to visualize paths
for car navigation in style of a head-up display. These paths
go beyond directional arrows and also e.g. illustrate exits
that are hidden behind a truck and include safety aspects
such as highlighting people crossing the road. Their concept
also encompasses context-based notifications of e.g. prices
when passing by a gas station. For indoor use, Liu et al. [19]
presented a system for the smartphone that uses superim-
posed directional arrows in combination with textual navi-
gation instructions and audio. They found that the ability
to adapt the interface for users’ preferences is particularly
important. Miyashita et al. [25] used AR for a museum guid-
ance system. Augmentations were used to enhance exhibits
with additional information. At the same time visitors were
guided along a predefined route through the museum when
they searched with their phone for the next AR object. In
a study by Walther-Franks and Malaka [32], subjects eval-
uated the usability of an AR navigation system better than
map-based system. The system used floor-projected arrows
and lines as way directions.

Representing an environment with omnidirectional (i.e.,
panoramic) images [21, 8] reduces the graphical effort to
create a full 3D scene. Their photorealism makes panora-
mas well-suited for navigation systems, since surrounding
elements can serve as orientation landmarks. Miyazaki et
al. [26] present such a system where panoramas are gener-
ated on a server and sent to the handheld client device. Out-
door approaches where image material is augmented with di-
rectional information are presented for example in [16] and
[11]. A similar indoor approach is shown by Merico and
Bisiani [24] using a gyroscope and dead reckoning for local-
ization.

With our interface concept, we focus on vision-based lo-
calization using a smartphone camera (for a survey of other
techniques suitable for indoor use, see [20]). Such approaches
have been presented e.g. by [10], [29], and [33]. In Section 3,
we motivate the application of vision techniques for local-



ization in indoor environments, but also address the con-
comitant challenges. In our work, however, we focus on the
requirements to the user interface, not the underlying tech-
niques.

3. ADVANTAGES AND CHALLENGES OF
VISION-BASED LOCALIZATION

Vision as a basis for indoor localization provides a number
of advantages, but also challenges, in particular with relation
to the user interface which we explore in the following.

3.1 Advantages
Other active localization methods (i.e., where the device

localizes itself actively) rely on an augmented environment,
such as electronic tags or a WLAN access point infrastruc-
ture. This is difficult to handle in large-scale environments,
since the augmentation does not scale well and is expensive.
Additionally, no generally accepted standard exists for in-
door localization systems (e.g. with respect to technology,
method, and associated parameters, such as accuracy).

Vision-based localization in this regard provides several
advantages. First, it only relies on a camera (and thus
only has requirements in the visual domain) and sufficient
processing power, which is both given in up-to-date smart-
phones (in sufficient quality and resolution). Additionally,
vision-based localization can be combined with inertial sen-
sors [1] such as accelerometers, which are likewise built into
state-of-the art phones. Hence, current hardware already
fulfills these requirements. Second, the fact that augmenta-
tion of the environment is unnecessary simplifies the process
of deploying and using such a system. It reduces costs and is
feasible in arbitrary surroundings. Augmentation (e.g. with
beacons) is not possible everywhere due to constructional
challenging environments, energy consumption (power sup-
ply is not given everywhere), vandalism, costs or legal prob-
lems. Moreover, vision-based localization is suited, in prin-
ciple, for indoor and outdoor environments and a seamless
transition between them.

3.2 Challenges
Localization using vision entails, however, also some chal-

lenges. First, it requires reference data, i.e. the environment
must be known in order to localize the device within the en-
vironment. Reference images must be gathered in the first
place and the exact location must be assigned to each image,
e.g. by using a mapping trolley as presented in [14]. Since
the environment could be subject to change (e.g. when shop
window displays, adverts or posters are replaced), a way to
update the reference material must be foreseen. This can
be done centralized or in a collaborative approach, where
query material is tagged with a location manually by users
and eventually becomes part of the new reference dataset.

A second challenge is the quality and distinctiveness of the
query images, which impact the location estimate. Motion
might make the camera-visible scene blurry. Moreover, the
typical pose (i.e., orientation) when holding a phone (about
45 degrees downwards) entails that corridors and halls (be-
ing good candidates for reference images) are not visible
to the camera. As a consequence, not enough visual fea-
tures can be extracted for reliable localization. In contrast
to GPS- or radio-based localization systems, where the de-
vice’s orientation does usually not play a role, vision-based
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Goal information
(e.g. remaining time, 
distance or number of turns)

Direction to the goal

Live video (AR) or
pre-recorded panorama (VR)

Figure 2: The user interface of our proposed con-
cept consists of a perspectively displayed navigation
arrow which is included in a pre-rendered panorama
of the environment (virtual reality) or imposed over
the live video (augmented reality). In the bottom
right, additional information, such as the remaining
time, distance or number of turns to the goal, can
be displayed (see screenshots from the mockup).

localization requires the camera to point at ‘interesting’ re-
gions in the environment. The ideal pose therefore would be
as if taking a photo. Permanently maintaining this pose is
inconvenient for the user. We thus need to ensure that lo-
cation accuracy remains sufficient for providing correct nav-
igation instructions, until the next accurate localization is
possible when the camera sees enough visual features again
(correctness here means application-dependent accuracy). It
is the role of user interface here to take necessary actions
if required, while ensuring convenient navigation feedback.
Since the pose of the smartphone is not fixed (unlike when
mounted in a car), the interface has to adapt to changing
situations, such as the usage while walking (quick glance to
check the correct way) or while standing (re-orientation or
exploring). Sometimes it has to persuade the user to change
the pose of the device to ensure a desired level of localiza-
tion accuracy. We report in the following on our approach
towards achieving this goal.

4. A USER INTERFACE ADAPTED TO
VISION-BASED INDOOR USE

In this work, we propose and evaluate a user interface con-
cept for a smartphone indoor navigation system [28] that
addresses the challenges of vision-based localization intro-
duced above. The interface incorporates three key compo-
nents which are described in the following: 1) augmented
and virtual reality, 2) indicators that communicate and en-
sure accuracy, and 3) area of interest indicators.

4.1 Augmented and Virtual Reality
In the related work section, we gave an overview on var-

ious approaches for pedestrian navigation. A considerable
part thereof used some sort of augmented reality to visualize
navigation instructions. However, there are several reasons
against using only augmented reality overlays. They always
require an upright pose of the smartphone where the user
‘looks through’ to see both the environment and the aug-
mented overlays. This pose is inconvenient for long-term
or frequent use (e.g. in unknown environments), so that an
alternative visualization is required which can also be em-
ployed when the user is looking down. The user will also
not always hold the device in a way that the camera sees



Figure 3: Proposed visualizations to raise the smartphone to discriminative image areas in eye height, leading
to more reliable localization. a) Blur metaphor (focus change), b) text instruction, c) color scale, d) water
level metaphor. The left images of each visualization show the view when the smartphone points downwards,
right images after it has been directed to a feature-rich area.

enough discriminative features. If the location estimate con-
sequently becomes inaccurate, the alternative visualization
should still be able to present reliable navigation instruc-
tions. For that reason, we propose two alternative visualiza-
tions that can be used for indoor navigation.

• Augmented Reality (AR). This visualization aug-
ments the video seen by the smartphone’s camera by
superimposing navigation information, such as a direc-
tional arrow and the distance to the next turn. Users
needs to hold the phone upright as illustrated in Fig.
1(a) in order to see the augmentation directly on their
way. The video image is used to localize the device in
the environment (in terms of position and orientation),
so that the overlays can be accurately placed.

• Virtual Reality (VR). This visualization uses pre-
recorded images of the environment that are stitched
to a 360 degree panorama on the mobile device. Since
reference images are required anyway for vision-based
localization, the material is readily available. The ad-
vantage of VR is that the user does not have to hold
the smartphone up as if looking ‘through’ the phone
to see navigation instructions. Instead, directional ar-
rows are directly embedded in the panorama, so that
the device can be held in a more natural and comfort-
able way (see Fig. 1(b)). Due to the known geome-
try, the arrow can be rendered more optimally in the
panorama than in AR. The best-matching panorama
image is retrieved based on the current location esti-
mate. The panorama can manually be dragged around
by the user for self-orientation or be rotated automat-
ically with the determined orientation.

Figure 2 shows a mockup of the proposed navigation sys-
tem that could either represent the AR or VR system. In
case of AR, the arrow is imposed on the live video image and
changes with the location estimate. In case of VR, the hall-
way image is prerecorded and the orientation of the arrow
is fixed in relation to the panorama image.

4.2 Communicating and Ensuring Accuracy
In order to additionally ensure the technical goal of a lower

bound for the quality of the location estimate, we propose

an additional user interface element which ensures that suffi-
cient visual features can be detected by the system. An indi-
cator appears in case of low localization quality, prompting
the user to actively point at regions containing more visual
features. In light of the fact that distinctive, feature-rich ar-
eas are typically found in eye sight (e.g. door signs, posters,
showcases, advertisements), this could typically be achieved
by raising the phone up, to a pose as depicted in Figure 1(a).

• Blur. In analogy to a camera focusing on the motive,
artificial focus change is used to guide the user towards
a feature-rich area. Starting from a blurry scene, the
image gets sharper as the user approaches a feature-
rich area (see Fig. 3(a)).

• Text. A simple text hint is displayed, indicating to
move the smartphone in a specific direction (see Fig. 3(b)).

• Color Scale. A color-coded scale ranging from red
(bottom/top, symbolizing few features) to green (cen-
ter, symbolizing enough features) represents the num-
ber of distinctive visual features in the image, and
changes with the user pointing towards a non-uniform
area (see Fig. 3(c)).

• Water Level. The metaphor of a water level is used
to indicate the correct orientation of the phone. For
an optimal position, the vial should be aligned in the
center of the level (see Fig. 3(d)).

4.3 Highlighting Interesting Areas
Augmented reality browsers, such as Junaio1 are nowa-

days very popular. Hence, the integration of AR elements
beyond navigation instructions suggests itself for a vision-
based localization system. Highlighting objects around the
user can be an enabler for context-based services. For ex-
ample, shops in a mall, special offers, individual shop win-
dows or even doors and doorplates can be points of inter-
action. Using object recognition techniques (cf. [27] for a
recent comparison of state-of-the-art techniques), interac-
tive objects can be tracked without additional markers and
highlighted to the user when the device is held as depicted
in Figure 1(a).
1http://www.junaio.com



Figure 4: Highlighting of interaction points for
context-based services. Instead of framing objects
(left), we propose a soft border visualization (right)
for less sensitivity to jitter and to reduce distraction
of the user.

However, if points of interest are permanently visible dur-
ing the navigation task, users could be distracted by the ad-
ditional overlays and visual elements present on the screen.
In addition, inherent tracking inaccuracy can make the over-
lay jitter, which could further distract the user. We propose
a visualization using a soft border that smoothly fades out
around the object. We hypothesize that inherent inaccu-
racies could be better hidden due to the lack of a defined
border, adding to a more stable, calm visualization. Fig-
ure 4 illustrates the difference between a conventional frame
object highlighting and the soft border visualization.

As a side effect, such areas of interaction are presumably
rich in distinctive visual features. If they attract the user’s
attention and are focused with the smartphone’s camera,
they implicitly serve for improving the system’s certainty of
the location estimate.

5. EVALUATION
In the following, we present the research questions re-

garding our proposed user interface concept, describe the
proceeding of the evaluation and discuss the results.

5.1 Research Questions
We investigated the following research questions.

RQ1. Which concept (AR or VR) is preferable in
terms of perceived accuracy?
We want to investigate whether and how the visualization
influences the perceived accuracy, related to position and
orientation, and the quality of navigation instructions. We
hypothesize that VR, where the navigation arrow has a fixed
direction in relation to the panorama, can improve the im-
pression of accuracy. Especially when the system’s location
or orientation estimate is wrong, we expect that the per-
ceived reliability of the system is increased in VR, compared
to AR.

RQ2. Which concept (AR or VR) is preferred by
users?
We investigate subjects’ preferences for a particular visual-
ization, which need to be taken into account as well for a
convenient user experience.

RQ3. What information should be presented?
Additional information, such as the remaining time, distance
or number of turns to the goal, can be presented to the user.

Figure 5: A screenshot from one of the videos used
in the study, showing the simulated field of view
(top) and the navigation system mockup (bottom).

Since the requirements to indoor navigation differ from tra-
ditional outdoor or car navigation, it has to be investigated
what pieces of information are considered as important un-
der those special conditions.

RQ4. Which visualizations could be appropriate to
acquire sufficient visual features?
Vision-based localization needs distinctive features to func-
tion. These are often found in eye height, and thus only in
reach of the smartphone’s camera if the user holds it upright.
We investigate which visualizations intuitively motivate the
user to raise the phone, in order to assist the system in gain-
ing sufficient features for reliably localizing the device.

RQ5. Can object highlighting be improved with a
soft border visualization?
For context-based services, objects the user can interact with
must be highlighted. However, unstable object tracking can
lead to jiggling visualizations that are liable to irritate the
user. We investigate if the newly presented technique using
soft borders (see Section 4.3) leads to improved perception.

5.2 Research Method and Approach
Our goal was to gain initial insights and answers to the

above research questions. Envisaging an iterative design
process, we wanted to collect feedback from a large number
of users before we would implement our proposed concepts
or revise them according to our findings. The evaluation
was conducted based on mock-up images and videos, illus-
trating the operation of the system, and a corresponding on-
line questionnaire. Subjects were asked to watch the video
demonstrations or look at the mockup images, respectively,
and to answer questions related to the presented material.

In order to have subjects estimate how they perceive accu-
racy in the AR and VR system, we prepared a pre-recorded
sample navigation route. The video with a duration of about
45 seconds was played back alongside with the simulated
output of the system. The video demonstrations contained
the simulated field of view (i.e., the ‘reality’) in the upper
part, and the simulated visualization on the smartphone in
the lower part. Fig. 5 shows a screenshot of one of the videos
used in the study. For both AR and VR, we systematically
introduced artificial errors to the system’s location estimate
in terms of location and orientation. The navigation instruc-



tions varied then based on these errors, so that they showed
for example wrongly oriented arrows, or loaded mismatch-
ing panoramas. We used four conditions (no error, location
error, orientation error, combined error) with four different
types of errors.

• No Error. All navigation instructions were correct.

• Location Error. An error was introduced as it would
occur when the system’s estimated location was wrong.
This type of error manifests in panorama images of a
wrong location (for VR), or wrong turn instructions
(for AR, e.g. when the system thinks of being next to
a corridor where there is none). This error was induced
twice in the “location error” condition.

• Orientation Error. An error was introduced as it
would occur when the system’s estimated orientation
was wrong. This type of error manifests in incorrectly
rotated panorama images (for VR), or incorrectly ro-
tated arrows (for AR). This error was induced twice in
the “orientation error” condition.

• Combined Error. Both location and orientation er-
rors were introduced twice in this condition.

All subjects ran through all conditions (within-subjects de-
sign, four videos each for AR and VR). The order of condi-
tions was counter-balanced using a latin square design; sub-
jects did not know which error condition they were currently
evaluating when watching the videos.

Similarly, the feature indicators (Blur, Text, Color, Wa-
ter Level) were presented to participants in four videos in
permuted order using a latin square in order to exclude po-
tential learning effects.

5.3 Participants
Participants were recruited using the Mobileworks crowd-

sourcing platform2. 81 subjects, aged between 18 and 59
years (average age: 28, standard deviation = 8.7), partici-
pated in the study; 39 thereof were female, 42 were male.

For a representative user basis, we did not require partic-
ular familiarity or experience with navigation systems. 43%
of our subjects indicated to use navigation systems infre-
quently (several times a month), 18% use them often (sev-
eral times a week) and 4% very often (daily). 35% never use
navigation systems at all. 40% declared to be experienced
with car navigation systems, 26% had used pedestrian nav-
igation before, and 12 % stated to have experience with an
indoor navigation system.

5.4 Results
All answers were given on 7-step Likert scales ranging from

-3 (strongly disagree) to +3 (strongly agree). For all ratings,
the standard deviation is provided (in the following abbrevi-
ated with SD). If not explicitly otherwise stated, all compar-
ative results between conditions were statistically significant
(p < 0.001 in a Student’s t-test).

5.4.1 RQ 1: Perceived Accuracy of AR and VR
Augmented Reality. Fig. 6 summarizes the evaluation of
AR and VR with relation to the perceived accuracy.

In the no error condition, subjects felt that the system
knew well their location (2.5, SD = 0.9) and orientation

2www.mobileworks.com

(2.4, SD = 1.0). As expected, this perceived accuracy sig-
nificantly decreased in the error conditions. With an ori-
entation error, subjects answered on average only with 0.8
(SD = 2.0) that the system was certain about their loca-
tion, and with 0.2 (SD = 2.1) that it was sure about their
orientation. For location errors, ratings were 1.7 (SD = 1.5)
for the perceived location accuracy and 1.2 (SD = 1.8) for
the perceived orientation accuracy. The perceived accuracy
further decreased for the combined error condition. Here,
the rating was 0.6 (SD = 2.0) for location accuracy and 0.4
(SD = 2.1) for orientation accuracy.

Participants perceived the correctness of the navigation
instructions as follows: In the no error condition, they av-
eragely rated the correctness with 2.3 (SD = 1.0). With
orientation and location errors, this rating decreased to -0.2
(SD = 2.0) and 0.4 (SD = 1.9), and with both error types
together to -0.5 (SD = 1.9).

The results show a significant decrease of the perceived ac-
curacy between the no error and the single error conditions
(orientation and location) with p < 0.001 in the Student’s
t-test. The perceived accuracy in the combined error condi-
tion was significantly lower than in the location error con-
dition. The difference between the combined error and the
orientation error condition was not statistically significant
(p > 0.1).

In the single error conditions, the perceived accuracy of
location and orientation decreased both. In the orientation
error condition, subjects perceived the orientation correctly
as less accurate than the location. However, in the location
error condition, subjects had the same impression, although
here the orientation would have been expected to be more
accurate than then location. This indicates that subjects
had problems to distinguish location and orientation errors.
In fact, both may lead to wrongly orientated navigation ar-
row overlays. Not only an orientation estimation error may
cause the navigation arrow overlay to point in a wrong di-
rection, but also if the system locates the user further away
from a crossing than she actually is (location error), the ar-
row may point in a wrong direction (even backwards).

Virtual Reality. In the no error condition, subjects eval-
uated the perceived location and orientation estimate’s ac-
curacy with 1.7 (SD = 1.6 and 1.5). With the introduced
orientation error, the rating slightly decreased to 1.4 (SD
= 1.8) for the location estimate and to 1.1 (SD = 1.8) for
the orientation estimate. In the location error condition,
the perceived accuracy decreased to 1.4 (SD = 1.8) for the
location estimate and 1.3 (SD = 1.7) for the orientation
estimate. When both errors were combined, the perceived
accuracy was rated with 1.0 (SD = 1.7) for location and with
0.9 (SD = 1.8) for orientation. The perceived correctness of
navigation instructions decreased from 1.8 (SD = 1.4) in the
no-error condition to 1.4 in the single-error conditions (SD
= 1.6 for orientation error and 1.7 for location error), and
to 0.9 (SD = 1.8) in the combined error condition.

The decreases between the no error and the single-error
conditions (location or orientation) are partly significant (p
< 0.05 for perceived orientation and correctness of navi-
gation instructions, but not for perceived location). The
differences are highly significant between the no error and
combined error conditions (p < 0.001). There was a sig-
nificant decrease in perceived accuracy between the location
and the combined error condition (p < 0.05), but not be-



No Error Orientation Error Location Error Loc.+Ori. Error
Response Std.Dev. Response Std.Dev. Response Std.Dev. Response Std.Dev.

2.5 0.9 0.8 2.0 1.7 1.5 0.6 2.0
1.7 1.6 1.4 1.8 1.4 1.8 1.0 1.7
2.4 1.0 0.2 2.1 1.2 1.8 0.4 2.1
1.7 1.5 1.1 1.8 1.3 1.7 0.9 1.8
2.3 1.0 -0.2 2.0 0.4 1.9 -0.5 1.9
1.8 1.4 1.4 1.6 1.4 1.7 0.9 1.8

Augmented Reality
Virtual Reality

 my orientation.
I perceived the navigation
 instructions as correct.

Perceived Accuracy of Virtual Reality and Augmented Reality Views

The system seemed to know well
 my location.
The system seemed to know well

Figure 6: Perceived accuracy of virtual and augmented reality visualizations (agreement to statements on a
7-step Likert scale; -3=strongly disagree, 3=strongly agree). Std.Dev. denotes the standard deviation.

.

tween the orientation and the combined error condition (p >
0.1). Although most differences are statistically significant,
the perceived accuracies of location and orientation remain
fairly high throughout all error conditions (compared to AR
results).

Comparison of AR and VR. In VR, the ratings through-
out all conditions were more similar than in AR. AR was
perceived as more accurate than VR in case of a perfectly
working system, i.e., in the no error condition (p < 0.001
for position/location estimates and p < 0.05 for perceived
correctness of navigation instructions). However, in the er-
ror conditions, subjects felt that VR was more reliable. No
significant differences of the perceived accuracy between AR
and VR in the location condition were found, but subjects
perceived VR to be more accurate (p < 0.05) in the orien-
tation error and combined error conditions. The navigation
instructions were perceived significantly more correct with
VR throughout all error conditions (p < 0.001).

5.4.2 RQ 2: User Preferences for AR or VR
Immediately after having experienced either the AR or

the VR visualization, subjects were asked for their personal
opinion of the respective system (see Fig. 7 for a summary of
the results. In these questions, subjects showed a significant
tendency towards the AR system (p < 0.05 in Student’s t-
test). Asked whether they could imagine to use either one
of the systems themselves, they agreed on average with 1.9
(SD = 1.3) that they could imagine using AR, but only
agreed on average with 1.1 (SD = 1.8) for VR. The high
standard deviation in case of VR shows that subjects were
controversial in that point. In a direct vote which system
they liked more, subjects clearly favored AR (58%). VR was
chosen by 24%, and 18% were undecided.

5.4.3 RQ 3: Goal Information
We asked which additional information about the goal

(the remaining distance, the number of turns until the goal,
or the remaining time) was considered as important (see
Fig. 2, screenshots on the right). Subjects found the dis-
tance information most useful (averagely rated with 2.1, SD
= 1.3), followed by the time (1.3, SD = 1.8) and by the
number of turns (1.1, SD = 1.8). The differences are highly
significant (p < 0.001 in a Student’s t-test), except for the
difference between time and number of turns. We also pre-
sented variants where each of the three pieces of information
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Figure 7: User preferences for the virtual and aug-
mented reality system. Subjects preferred aug-
mented reality (AR) over virtual reality (VR) nav-
igation instructions in the evaluation. Answers
given on a 7-step Likert scale; -3=strongly disagree,
3=strongly agree.

was enhanced with a bar that illustrated the ratio of elapsed
and remaining distance/turns/time graphically. There was
no significantly different voting for the variants with bar,
so that this could be an optional setting up to individual
preferences.

5.4.4 RQ 4: Feature-Rich Area Indicators
Subjects were presented four indicators (Text, Water Level,

Color and Blur, see Section 4.2) that intend to make the user
direct the phone to feature-rich regions. We evaluated the
intuitiveness of the presented visualizations. The results are
summarized in Fig. 8. Best results were obtained for the Text
and the Water Level visualization. Subjects responded that
the meaning was clear on average with 1.7 (SD = 1.5) for
Text, and that of Water Level with 1.5 (SD = 1.6). Color
was evaluated with 1.1 (SD = 1.7). The intuitiveness of
Blur was below average and showed a high standard devi-
ation (-0.2, SD = 2.2). A Student’s t-test showed that the
difference between Text and Water Gauge was not signif-
icant (p > 0.1), but all other differences were statistically
significant with p < 0.05.

5.4.5 RQ 5: Object of Interest Indicators
We evaluated the visualization for highlighting objects of

interest as presented in Section 4.3 (in the following called
Soft Border) and compared it against a conventional high-
lighting method, where a frame around the recognized ob-
ject is used (in the following called Frame). Subjects stated
that both highlighting methods almost equally raised their
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Figure 8: User ratings of the clarity of the indica-
tors’ meaning. The Text and Water Gauge visu-
alizations were evaluated significantly better than
a color scale or a blur/focus metaphor. Answers
given on a 7-step Likert scale; -3=strongly disagree,
3=strongly agree.
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Figure 9: User ratings of different highlighting and
tracking visualizations of interesting objects. At
similar level of attention, a soft border highlight (cf.
Fig. 4) was perceived as less distracting than a bor-
der around the object, but subjects also found it less
convenient. Answers given on a 7-step Likert scale;
-3=strongly disagree, 3=strongly agree.

attention to the object. They agreed that their attention
was directed towards the visualization on average with 2.2
for Frame (SD = 1.3) and with 2.0 for Soft Border (SD
= 1.4). The difference was not significant (p > 0.1 in a
Student’s t-test). The visualizations were evaluated signifi-
cantly different (p < 0.05) related to their convenience. The
convenience of the Frame visualization was evaluated with
1.5 (SD = 1.6), while Soft Border was only rated with 0.8
(SD = 1.9). Soft Border was found significantly less dis-
tracting in their navigation task (p < 0.05) than Frame: for
Soft Border, subjects agreed on average with -0.2 (SD = 2.0)
that this visualization would distract them, while the rating
for Frame was 0.7 (SD = 1.9).

5.4.6 Additional Findings
For some visualizations, we considered minor variants that

we presented to our subjects as well for evaluation.
We provided different versions of the VR system where we

modified the frequency in which panoramas were replaced.
The system used for comparison against the AR system up-
dated the panorama about every second. In addition, we
provided a version with faster update rate (every 0.5 sec-
onds) and with slower update rate (every 2 seconds). The
one-second frequency was appreciated slightly more (aver-

age 1.0, SD = 1.7) than faster (0.8, SD = 1.8) or slower
panorama changes (0.6, SD = 1.7). Only the difference be-
tween medium and slow transitions was significant (t-test
with p < 0.05).

We also varied the way how panorama changes were per-
formed. We showed a version with hard changes (which was
used in the comparison against AR), one with soft transi-
tions where one panorama dissolved in the subsequent one,
and a version using a zoom animation, blending from one
perspective to the next. Here, soft transitions were evalu-
ated slightly better with 0.6 (SD = 2.1) than hard transitions
(0.4, SD = 1.9) and zooming (0.4, SD = 1.9), but differences
were not significant.

For each of the object-of-interest indicators (Frame and
Soft Border), we presented a version where the background
video was in color, ane one desaturated version with black
and white video (b/w). We hypothesized that the b/w ver-
sion could further focus attention to the object and thus be
beneficial. Results showed however no significant differences
between color and b/w backgrounds. In Sec. 5.4.5 we have
described the indicators with colored background. The b/w
variants were evaluated with 2.0 (SD = 1.5) for Frame, and
with 2.0 (SD = 1.4) for Soft Border. This is a difference of
0.2 points on the Likert scale for Frame and 0.0 points for
Border, so that this effect can most probably be neglected.

6. DISCUSSION
Perception of Accuracy Through the Interface
Our proposed navigation interface concepts, Augmented Re-
ality and Virtual Reality, show their strengths in different
domains. In case of incorrect location and orientation esti-
mates, VR was perceived as more reliable, since it was less
influenced by inaccuracies. Users can match panoramic im-
ages with the environment also if they are slightly translated
or rotated to the actual position.

By contrast, AR instructions imposed on live video ap-
pear wrong and misleading if the estimated position is erro-
neous. A wrongly estimated orientation was perceived more
negatively than a wrongly estimated location. In an imple-
mented version, the reliability of orientation estimates could
therefore be increased by a combination of the vision-based
estimation with device sensors (e.g., a compass). Since the
certainty of the localization estimate in most systems can
easily be calculated, an automated choice of the situation-
ally optimal visualization (AR or VR) would be possible.

Of course, the system should communicate ambiguous
self-localization estimates, in particular when those errors
can lead to wrong navigation instructions, so that the user
can choose the right path by himself. In situations where
a lower accuracy is sufficient (e.g. in a long corridor with-
out junctions), VR can hide inherent inaccuracies better and
therefore increase trust in a navigation system. However, in
case of reliable localization, AR was generally perceived as
more accurate than VR, and it was also the preferred visu-
alization by users when asked directly. Therefore, we argue
that a combination of both systems could be beneficial, or
even necessary, for vision-based navigation. The consider-
able standard deviations for in particular the AR ratings
reflect that users are heterogeneous and do not perceive the
same. This must be taken into account as well in an imple-
mented system.



Ensuring Accuracy With Good Reference Images
Our analysis of feature indicators addressed the important
point of creating awareness for how well a scene serves for
localization and how the user can assist the system to im-
prove accuracy. Sufficient salient features in the image are
crucial for reliable vision-based localization. In this study,
we investigated suitable metaphors and showed in a first step
that a visualization like the water level metaphor, possibly
in combination with text instructions, is intuitive and un-
derstandable. In a next step, it will have to be investigated
in a real-world study whether such visualizations are actu-
ally an incentive to focus on feature-rich areas in eye height.

Situational Use of VR and AR
The process of acquiring visual features also correlates with
the choice of a VR or AR visualization. VR is rather suited
when holding the phone in a 45 degree angle, as depicted in
Fig. 1(b). The user can then compare the panoramic image
on the phone with his field of view. By contrast, AR only
makes sense when the phone is held upright, as illustrated
in Fig. 1(a). In this mode, the user sees the environment
‘through’ the phone. The AR pose is also required for tar-
geting visual features which is a further argument why a
vision-based system should not solely rely on a VR inter-
face (the VR interface provides no incentive for holding the
phone upright).

This observation is a further advantage of a combined and
situation-based AR and VR interface. When the phone is
carried normally the camera points towards the floor and
usually few visual features are in sight of the camera. The
system will then have to rely on relative positioning based
on the latest absolute location estimate. Here, VR can be
used (which does not require that much accuracy for still
working satisfactory). When accuracy falls below a thresh-
old, the user needs to lift up the phone and the AR interface
is activated. Once sufficient visual features are captured, the
location estimate can be updated.

Context-Based Services
Object highlighting and tracking can provide hints to the
user which objects are augmented with additional informa-
tion, such as posters, showcases, doors, or devices (eleva-
tor controls, photocopiers, etc.). They are important for
context-based services, but should at the same time not dis-
tract the user during the navigation task. Although we have
evaluated all interface parts individually in these study, they
are combined in a final implementation.

Results show that our method of soft borders equally
draws attention to the highlighted object, but reduces dis-
traction and thus might interfere less with the navigation
task. The actual effect under real-world conditions will have
to be investigated in future work. A manual turn on/off so-
lution could be a way to enable highlights on a user-based
preference. Distraction could further be reduced by defining
categories or priorities of allowed highlights during naviga-
tion. For example, the navigation goal could be allowed to
be highlighted, but not other objects around the user.

7. CONCLUSION AND FUTURE WORK
The results of our study provide first insights on the eval-

uated individual user interface parts. We believe that a
combination of AR and VR is indeed adequate for indoor
navigation, and for the particularities of vision-based local-

ization. While some results were highly significant, others
showed high variances and reflect that user preferences are
heterogeneous. In practice, they can also depend on indi-
vidual goals. As a major next step, a state model could
therefore be deduced that determines which action should
take place in which state of the system, and which visu-
alization should accordingly be chosen. The choice of AR
or VR will most likely be dependent on the phone’s pose
(upright or down) and the current location estimate’s cer-
tainty, and intelligently trigger notifications for pose changes
if necessary. It will thereby be important that the user is
included in the loop in a discreet way. Required user inter-
action should not only have the purpose to help the system
to function, but also match the user’s own intentions and
goals. The highlighting and presentation of ambient objects
for location-based services that we have presented could be
one possibility towards this goal. Those extensions, and real-
world studies of the proposed concepts, are subject to future
work.
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