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ABSTRACT
Vision-based approaches are a promising method for indoor
navigation, but prototyping and evaluating them poses several
challenges. These include the effort of realizing the localiza-
tion component, difficulties in simulating real-world behavior
and the interaction between vision-based localization and the
user interface. In this paper, we report on initial findings from
the development of a tool to support this process. We identify
key requirements for such a tool and use an example vision-
based system to evaluate a first prototype of the tool.
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MOTIVATION AND BACKGROUND
Accurate, personalized and reliable indoor navigation is cur-
rently an area of research that is receiving a lot of attention1

One of the key issues in this context relates to localization, as
the standard outdoor method (GPS) is not available indoors.
Therefore, a number of alternatives have been proposed, in-
cluding Infrared beacons [1], WLAN/cell-based approaches
[3, 8], and various sensor-based technologies [11]. More re-
cently, methods for vision-based localization have been de-
veloped, e. g. using fiducial markers [10], or feature extrac-
tion [4] and image matching, which compares a query image
(captured by the phone’s camera) to a database of reference
images with known location. Using the most similar refer-
ence image, the current position of the phone is estimated.
Matching usually relies on characteristic portions of images,
e. g. MSER (Maximally Stable Extremal Regions) [9] or text-
related features [2]. The latter are particularly interesting for
indoor environments, since signs and posters can be used as
distinctive regions. In addition to estimating absolute loca-
tions, it is also possible to compute relative locations using
visual odometry, e.g. by tracking features over time [7] or us-
ing inertial sensors to estimate the relative movement.

Vision-based indoor navigation is one promising candidate
technology since it has the potential to work without an ad-
ditional (costly) infrastructure, and since mobile devices are
1 http://support.google.com/gmm/bin/answer.py/answer=1685893

now capable to perform image recognition/analysis in real-
time. However, since this approach is fairly new, it is still un-
clear how to best prototype, evaluate and compare different
vision-based solutions and appropriate graphical user inter-
faces (e. g. Augmented Reality (AR) overlays, or map-based
visualizations). Prototyping and evaluating such a system can
be challenging for a number of reasons. Firstly, the effort for
constructing an image database and the development of com-
puter vision algorithms can be very large. Secondly, proto-
typing can be difficult as somehow the properties of the im-
age recognition process have to be simulated (e. g. varying
recognition rates). Thirdly, the performance of the computer
vision component can interfere with the GUI. Consider for
example an AR interface, where the localization is inaccurate
and thus the AR overlay would be out of sync with the real
world. Therefore, we need to more thoroughly investigate
how vision-based navigation systems can be prototyped and
evaluated.

In this paper we aim to address this knowledge gap by investi-
gating how to support the prototyping and evaluation process
for this type of applications. We first identify key require-
ments for tools supporting this process, and then describe
the initial design and implementation of such a tool. We
developed a novel vision-based indoor navigation interface,
and used it to evaluate the proposed tool with respect to how
well it meets the previously identified requirements and chal-
lenges. We discuss our observations and their implications
for the evaluation and prototyping of vision-based indoor ap-
plications. The paper closes by summarizing our contribution
and outlining possible future work.

REQUIREMENTS FOR PROTOTYPING TOOL SUPPORT
We deduce the requirements that need to be supported by our
tool from the challenges of vision-based indoor localization.

Challenges
First, not all indoor locations are rich in unique visual fea-
tures. Especially large buildings often exhibit sparse and
ambiguous texture and areas resembling each other, such as
e. g. hallways. Such route sections can partly be reconciled
by odometry and dead reckoning, but only with continuously
decreasing accuracy. As soon as a more distinctive region is
in line of sight, it needs to be exploited to gain a new exact
positioning. Active help of the user (directing the phone at
such feature-rich regions) is required.



A second challenge is the inherent inaccuracy of the location
estimate in form of localization and orientation errors (or a
combination thereof), which can lead to misleading naviga-
tional instructions in the user interface.

Finally, we see the interaction concept for vision-based navi-
gation systems as a central research question. To our knowl-
edge, previous work focused to a large extent only on the
technical foundations of indoor localization. However, it has
to be investigated how user interface concepts support the im-
age retrieval process and deal best with the particularities of
vision-based navigation. For example, in order to acquire
enough visual features, the user needs to hold the smartphone
upright (as if taking a photo) from time to time, which cannot
be taken for granted. Likewise, the users’ intentions, goals
and mental models must be taken into account.

Tool Requirements
We argue that a prototyping tool is necessary to address the
above challenges. In particular, the system must support

1. the experimentation with and evaluation of concepts at an
early point in the development process.

2. the evaluation at locations other than the intended deploy-
ment area, enabled by a quick setup for new locations.

3. the test and evaluation of different user interface concepts
with regard to usability, efficiency and effectivity.

4. the simulation of inaccuracy of both the location and the
orientation estimate, in order to find out how the user can
deal with this inaccuracy using a particular visualization.

5. the evaluation of methods that induce users to point the
smartphone to distinctive, feature-rich regions by appropri-
ate affordances or motivational elements of gamification.

A TOOL FOR PROTOTYPING AND EVALUATING INDOOR
NAVIGATION INTERFACES
Our evaluation tool is a Wizard-of-Oz prototype [6] and con-
sists of each an Android app for the experimenter’s (see
Fig. 1, left) and the subject’s smartphone (see Fig. 1, right).

Prototype Features
On the subject’s (client) app, the user interface of a vision-
based navigation system is modeled, independent of any ac-
tual localization implementation. Parameters such as direc-
tion instructions or triggers of certain user interface elements
can be remote-controlled by the experimenter through the
server app. In a later stage, the interface can also be linked
with a live self-localization system.

The client application can render virtual reality scenes from
images (see visualization concepts in the next section). Im-
age sequences (each image typically taking around 30 kilo-
bytes of storage) can either be received dynamically or stored
locally for a predefined navigation path. In the latter case,
just the position identifier needs to be received from the ex-
perimenter which reduces latency. The client app stitches re-
ceived images to a panorama and projects them on a cylindric
surface using OpenGL. A settings file specifies sets of images
forming a panorama, the order of panoramas, and navigation
directions to be shown on the client. Based on the received

Experimenter‘s Phone
(Server)

Subject‘s Phone
(Client)

Send image directly OR

send image ID of local database Local 
Image DB

Trigger UI events

Figure 1. The experimenter’s phone can send images for the virtual re-
ality view and navigation instructions to the client, or trigger specific UI
events and notifications. Image sequences can be cached on the client.

direction information, a 3D arrow is generated and rendered
as overlay on the surface.

If offline image data is used, the client/server communication
can be established using an ad-hoc network between the ex-
perimenter’s and subject’s smartphone, so that no WLAN in-
frastructure is needed in the testing environment. The live
mode, where images and directions are received from the
server, is extensible to be coupled with a ‘real’ localization
service that provides matching panoramas (based on vision-
based or other location sources).

Two Concepts for Indoor Navigation Visualization
To evaluate our tool, we designed a vision-based navigation
application for a smartphone, incorporating two visualization
concepts: augmented reality (AR) and virtual reality (VR)
views. Both concepts share the idea of guiding the user with
arrows (see Fig. 2).

Panorama-Based Virtual Reality
In this visualization, we use a virtual reality view based on a
sequence of panorama images (comparable to Google Street
View). Each panorama is composed of six images, which
were previously acquired with a trolley-mounted Ladybug
camera system2. We used the campus-wide indoor dataset
[5], with a distance of 0.5 to 1 meters between subsequent
panorama shots. In total, 5236 sets of six images forming a
panorama were collected on a track length of 4522 meters.

Augmented Reality
The augmented reality view does not use panoramas, but
shows the video stream of the smartphone’s back camera.
Navigation instructions such as walking directions are di-
rectly projected as overlay onto this live view.

Sensor Integration
The prototype uses the phone’s compass sensor to automat-
ically orient panoramas and navigation instructions. Al-
ternatively, users can drag the panorama view around with
their finger. Optionally, a ‘rubber-band’ effect can make the
panorama snap back to the orientation provided by the com-
pass when the user releases the view.

The phone’s orientation sensor is used to switch between AR
and VR view. When the phone is held upright, AR view is
chosen. When the user is holding the phone with the camera
2www.ptgrey.com/products/ladybug3/ladybug3 360 video camera.asp



pointing downwards, VR view is activated. The user can also
manually switch between both modes.

Goal Distance Indicator
The system provides indicators to help the user estimate the
distance to the goal. We propose different variants for such
indicators (see right image in Fig. 2): showing the remaining
time, the remaining distance or the remaining number of turns
to the goal. Optionally, a progress bar can visualize the way
to go in proportion to the distance already walked.

Figure 2. Left: Prototype showing a navigation arrow as overlay to the
video image. Right: Variants for displaying the distance to the goal

Notifications
The quality of the location estimate relies on the number of
available unique visual features. If the user carries the phone
in a way that the camera cannot see sufficient features, the
user is stimulated to target the phone at feature-rich areas.
Those are typically found at eye height such as in posters
on walls. We thus assume that the user will usually have to
move up the phone along a vertical axis for a good position.
In Fig. 3 we propose several visualizations to make the user
perform that ‘lifting’ movement. Version a) uses focus for
guiding to interesting areas (the more features the image con-
tains, the sharper is the image). Version b) shows a text hint,
in c), an arrow on a color scale has to be directed to the green
area, and d) uses a water level metaphor to find the correct
height of the phone.

In case the user carries the phone in his hand (not currently
looking at it) or in the pocket, the device vibrates to raise the
user’s attention (e.g. for feature indicators or for a turn in-
struction). In our prototype, all notifications can be triggered
from the server application.

INITIAL EVALUATION

Review of Requirements
We review our prototype based on the above list of require-
ments (1–5). The system allows to test interfaces for visual
navigation based on prepared image sequences using the Wiz-
ard of Oz technique. This enables quick and early prototyping
and allows the usage of arbitrary image material for testing at
any location (e.g. the research lab). We used the system to
implement two user interfaces – virtual and augmented real-
ity – which proves the suitability for comparing and evalu-
ating alternative visualization concepts. Since the interfaces
are implemented on real devices, their look and feel are close
to ‘real’ systems, so that they qualify for evaluations of us-
ability and effectivity. Requirements 1 to 3 are thereby met.
Furthermore, arbitrary levels of inaccuracy can be simulated,
since panorama images and navigation instructions are sent
manually to the prototype. Finally, indicators encouraging
users to point at feature-rich areas can be triggered by the

experimenter, so that their effectivity can be measured. Re-
quirements 4 and 5 are thus met as well.

Interface Design Review
In addition to a requirements-based review, we analyzed the
tool based on the interface design proposals described above.
Our goal was to assess the qualities of both approaches and
to compare them without having to fully implement them. In
prototyping, evaluating and testing these interfaces we were
interested in the following research questions:

• Which visualization (AR or VR) deals better with the in-
herent inaccuracy related to position and orientation?

• Should the user interfaces be adjusted using the compass
sensor or rotated manually?

• What are users’ preferences for proactive behavior of the
system, e. g. automatic adapation of visualizations based
on the phone’s pose and the users’ goals and intentions?

• Are VR and AR interfaces sufficient for navigation tasks,
or should an additional map be incorporated?

We conducted some informal test runs with 5 subjects in our
university’s main building with a predefined sequence of 91
panoramas over a distance of about 100 meters through cor-
ridors and a hall, including 4 doors and two turn instruc-
tions. The subjects used a Samsung Galaxy SII and the ex-
perimenter a Samsung Nexus S smartphone.

INITIAL RESULTS, DISCUSSION AND LIMITATIONS
Dealing with System Inaccuracy
Walking closely behind the test subject, the experimenter al-
ways chose the potentially best-matching panorama and sent
it to the test subject. The resulting user experience of the di-
rectional arrow within the panoramas (AR) was considered
as ‘nice’ and convenient. In AR view, the arrow’s rotation
based on the compass was not perfectly accurate, so that mis-
matches between the camera view and the on-top-projected
navigation overlay occurred. The inaccuracy of the compass
was perceived less disturbing in VR view: panoramas and
navigation arrow also showed an offset in location and orien-
tation, but they are coupled so that they are correct in relation
to each other. We hypothesize that users can deal better with
inaccuracy when using panoramas, since they can match the
offset with the real world. Automatic rotation of panoramas
seemed not even necessary; test subjects were also fine with
moving them with their finger to orient themselves (the more
as the correct initial orientation was set when the panorama
was received from the experimenter). A challenge we came
across was a noticeable lag of about one second for sending
panoramas to the client, which complicated sending the cor-
rect panorama when the user was walking fast. The experi-
menter first tried to anticipate the correct image based on the
user’s walking speed and sent 1–2 images ‘in advance’. Later
we added a function for sending just every second or fourth
panorama to keep up with the user’s walking speed. This re-
duced step width of panorama updates (and only receiving a
panorama update every few meters) did not seem problematic
for users (it was maybe even advantageous since the interface
became calmer). The ideal update rate will have to be inves-
tigated in the future.



Figure 3. Proposed instructions to target the the phone at a feature-rich area: a) focus change, b) textual instruction, c) color scale, d) bubble level.

Proactive Behavior
We also experimented with context-sensitive switches be-
tween VR and AR based on the phone’s position. Although
the phone’s position was reliably detected, automatic visual-
ization changes were perceived as irritating (e.g. when a user
raised the phone to match the panorama with his field of view,
and the view automatically switched to AR). Here, the man-
ual setting might be more appropriate.

The triggered notifications to direct the phone to a feature-
richer area (as shown in Fig. 3) turned out to catch the eye;
also vibration caused users to instantly look at the phone. Yet,
we cannot evaluate with the present stage of the prototype
whether the indicators actually ensured that sufficient visible
features for location estimation are detected.

Map Requirements
In our prototype, no traditional map view was integrated and,
at least for the small navigational task in this preliminary eval-
uation, not considered as missing. Future studies must reveal
whether VR/AR views are sufficient for more extensive goal
navigation and POI search tasks. Without digital technology,
self-localization on a map was necessarily the first step of
finding the way to a goal. However, this traditional mental
model might be revised when appropriate alternative visual-
ization concepts are used, making map localization as inter-
mediate step unneeded.

CONCLUSION AND FUTURE WORK
In this work, we reported on the development and first ex-
periences of a tool that supports prototyping and simulating
the interaction between vision-based localization and the user
interface. We presented initial findings on a vision-based nav-
igation prototype we evaluated with our tool. In the future we
will further extend our system and evaluate it qualitatively
and quantitatively with a larger group of users.
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